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Project Summary

Management of the GENI facility is a complex problem. The current proposed management architecture envisions remote management of the GENI nodes via the GENI Management Core (GMC).  The GMC must support remote network management capabilities such as remote node diagnostic and reboot, network service migration, and network maintenance operations. These capabilities need to remain functional even when other software systems have failed.  To realize these remote management and diagnostic capabilities, GENI requires a robust communication channel for management traffic that is independent of the operation and health of any other GENI services. Leveraging the existing Internet network to provide a physically out-of-band channel between the GMC and the GENI nodes can only be a stop-gap solution to the problem because of the security risks, reliability problems, and management complexity of the existing Internet.

Ultimately, creating a critical dependency on the existing Internet for the management of GENI makes it impossible for GENI to displace the existing Internet in the long run. To cut the Gordian knot of management dependencies, the architectural vision for GENI should be that it is self-contained, with its management system and its data services run in the same physical network.

We propose to design and prototype a meta-management system which establishes and maintains a secure and robust communication channel between GENI nodes and the GMC as long as there is physical network connectivity. The key architectural feature of the meta-management system is the logical separation between the meta-management system and the rest of the control and management software components. The meta-management system is an extremely simple, self-contained software system. Its operation does not depend on any other software components or functions (such a set of correct data-forwarding tables produced by the routing protocol) and it does not depend on complex configuration files (such as those required to bring up a router or routing protocol today).

We believe the meta-management system should be a "kernel" service for GENI that supports GENI management applications. To enhance compatibility and ease application development, the meta-management system can expose a TCP/IP programming interface so that existing tools such as telnet can run unmodified on the meta-management system.

Deliverables
	9/1/2006
	Project begins

	12/1/2006
	Protocol and software architecture design completed

	12/15/2006
	Delivery of GENI Design Document (GDD) on Meta-Management System

	3/1/2007
	Prototype deployed in Emulab

	4/1/2007
	TCP/IP application interface implemented

	5/1/2007
	Prototype deployed on NetFPGA testbed

	6/1/2007
	System demo functional, performance evaluated

	8/1/2007
	Revised prototype based on performance evaluation completed

	9/1/2007
	Meta-management system software package released


Demos
We will demonstrate the resiliency of the meta-management system.  We will also show how the system can enable existing applications that assume an IP communication interface (e.g. ssh) to run between a management node and a switch node (e.g. a layer 2 Ethernet switch) without requiring an out-of-band channel over the existing Internet.

GENI Risk Reduction
The project deliverables will minimize the dependency of the management of GENI on the existing Internet, and thus improve the effective availability of GENI.

