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Report Q1 2010
1. Components

The Clean Slate Lab at Stanford University currently manages the following software packages for the OpenFlow aggregate: a) OpenFlow reference implementation, b) FlowVisor, c) SNAC Controller, and d) Debugging/monitoring tools.
1.1 Project participants
Switch

: Dan Talayco, Glen Gibb, Tatsuya Yabe, David Erickson, Yiannis Yiakoumis, Nicira
Controller
: Nicira, Srini Seetharaman, KK Yap
FlowVisor
: Rob Sherwood, David Erickson, Srini Seetharaman
Tools

: Srini Seetharaman, Masayoshi Kobayashi
1.2 Milestones achieved and deliverables made

· We released the reference implementation for OpenFlow spec 1.0 on Dec 31, 2010. It can be downloaded from here
· We released the OpenFlow spec 1.0 firmware for Broadcom platforms. The initial release notes are available here.
· We released new version of FlowVisor that supports ver1.0. This is the default branch when the code is obtained from its git repository

· We released SNAC version 0.4 on Jan 29, 2010. Since then we have been fixing several bugs with the SNAC package and releasing appropriate patches. Available here
· We released debugging and monitoring tools for use in any OpenFlow deployment on Feb 9, 2010. Available publicly here
1.3 Activities and findings

The software switch development team has been involved with following activities:

· Developed reference implementation for OpenFlow spec ver 1.0, both for software switches and Broadcom Triumph chips (Project code: Indigo). The new release was tested by deploying it over Soekris-based software switches.
· Continuous bug fixes for NetFPGA and Broadcom platforms

· Evaluation of new 10G Broadcom-based platforms to port OpenFlow. Specifically, Quanta LB9. 

· OpenFlow advocacy with various hardware vendors. Specifically, with Marvell on possibility of support OpenFlow on their platform.

· Defining a generic hardware abstraction layer (in collaboration with Google and Nicira) to make it easier for porting OpenFlow to new platforms in the future.

· Improving the existing test suite by developing and deploying the OFtest Test Framework.
In the last quarter, there has been on going effort in rewriting the FlowVisor in Java. Furthermore, our team has been supporting operational issues encountered by campuses deploying OpenFlow and using FlowVisor for slicing. The activities can be summarized as follows:
· Release new version of FlowVisor that supports ver1.0. The new support for bandwidth slicing and queues were tested using software switches.

· The current policy configuration makes dynamic slice modifications hard and the language is error-prone. Our team has been involved in making this an easier process. 

· Investigating ways to provide:

· better debugging/visualization support
· better policy enforcement 
· flowspace overlap checks

· Ensure correct expansion of FLOOD action to include unique copy of only available ports (This was reported as bugs by the deployment team).
· Provide port-level virtualization feature (available in the “virtualize” branch). This allows the Broadcom switch to be virtualized into multiple switches based on the port. This feature allows better use of available ports.

The deployment team has been active in releasing debugging/monitoring tools for other campuses to use. Following tools are presently offered publicly:
· ofpeck is a standalone python daemon that can be run on anyone's machine to collect statistics of that machine's performance in the OpenFlow network.
· oftrace is an OpenFlow dump analyzer/tracing library. This library supports easier parsing of control traffic and provides visibility into the controller behavior
· oflops (OpenFLow Operations Per Second) is a standalone controller that benchmarks various aspects of an OpenFlow switch.
In the last quarter, we have been active towards identifying how to make the overall Enterprise-GENI framework usable by the experimenters and also identifying how the Enterprise-GENI substrate can easily be stitched with the PlanetLab substrate. Specifically, we have been involved with:
· Investigating OpenVSwitch as a potential network virtualization framework for PlanetLab nodes. We have built a test unit with the latest PlanetLab kernel and OpenVSwitch taking charge of slice-level network virtualization.The evaluation work is ongoing.

· Building a new control framework for the OpenFlow substrate. The aggregate manager will be rewritten to use a new API with the FlowVisor and will also support request from users to dynamically opt-in their traffic to a particular experiment.
1.4 Publications
The OpenFlow ver1.0 specification is publicly available here
2. Stanford deployment

Our deployment has been instrumental in identifying several operational issues and supporting deployments in other campuses. In this section, we will highlight the main activities in the Stanford OpenFlow network. 
2.1 Project participants

Coordinators

: Guru Parulkar, Guido Appenzeller
Deployment team
: Srini Seetharaman, Masa Kobayashi, Paul Weissmann, Johan van Reijendam
Stanford IT team
: Miles Davis, Joe Little, Charlie Orgish
2.2 Milestones achieved and deliverables made

· We have all users from the McKeown research group using the wired and/or wireless network for their day-to-day production traffic. We have improved the stability and availability in the network.
· We have documentation of our deployment and other tutorials made available on a public website

· The McKeown group network has been instrumental in debugging several issues:
· Bug in SNAC/NOX which causes non-completion of DHCP requests

· Race condition in HP switches that cause drop of SYN/SYNACK during flow setup

· More detailed list available here
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Stanford OpenFlow network topology.

2.3 Activities and findings

We conducted a survey of users to identify the predominant issues affecting the actual users. Following a summary of its findings and the corresponding steps towards resolution:
· Wired network has been stable and available.

· Our monitoring indicates that the network is available for more than 99.5% of the time

· Almost everyone had issues with DHCP on wireless, causing them to frequently switch to Stanford non-OpenFlow wireless network.
· In the Stanford wireless network, we use our own DHCP server to allocate IP from a reserved space in a dedicated VLAN. When a user moves to a new location in the building, the NOX controller was sending the DHCP reply from the DHCP server to the old location. Thus, the DHCP request of the user was failing. Once the issue was identified we put a fix in SNAC and NOX to ensure that the old location is flushed after a move.

· Status: Resolved
· Users connected to a HP switch took longer to download web pages (7 secs to open comcast.net), as compared to users connected to a NEC switch (2 secs to open comcast.net)

· We debugged this by comparing the data traffic and control traffic. On comparision we identified that the HP switch dropped SYN or SYNACK when it is the second or third switch in the route. This indicates a potential race condition between the FLOWMOD and the PACKETOUT. On reporting to HP, they generate a new firmware with the appropriate fix in place. 

· Status: Resolved
· One of our users complained about connection abruptly stalling once in a while.
· We analyzed the data traffic generated from his laptop and identified that the issue was related to his Mac laptop (with MAC address X and IP address Y) switching to an invalid IP address Z during run-time. Thus, the controller was rejecting the invalid combination of MAC address X and IP address Z. We fixed this by clearing the IP cache on the Mac laptop.

· Status: Resolved

· There are moments when the flow setup time for new (unlearned) destinations are high.
· SNAC is stalling certain flows by several seconds. We are now investigating this by putting in code changes to track the processing time of  individual SNAC modules

· Status: Investigating

Besides resolving bugs, we have been supporting any other operational issues that crop up in the network. This has provided us an indepth understanding of how to deploy OpenFlow and what to expect. 

Based on our experience we are now planning our next step of scaling the deployment to other floors of the Gates building. The summary of future deployment plan is as follows:
· Preparation stage:
· Resolve all concerns/issues in the current deployment

· Evaluate non-OF performance so as to know what to compare against

· Create a replica of the Gates network and evaluate its behavior in a controlled setting
· Familiarize present sysadmins (Charlie/Miles/Joe) with how to deploy an OpenFlow network.

· Create a test OpenFlow VLAN (with dummy traffic) spanning all switches in the building, including the distribution switch in the MDF. This will test a large scale deployment of OpenFlow, while ensuring low risk

· Enable OpenFlow for VLAN74 all through Gates building. Besides the McKeown group, this will include traffic from Prof. Tobagi and his students. Furthermore, at this point, we will turn over control of this network to the CS sysadmins.

· Staged Deployment for VLAN72 that includes traffic from professors in the Systems group as well as their students. The deployment will start at the edge and gradually move towards the core.

· We also support the OpenFlow deployment over 6 HP Procurve switches in the CIS/CIX building. This has been serving production traffic to over 100 students. The next steps will involve upgrading the network and making it loop-free. We are also investigating ways to deploy wireless access points in that building. Lastly, we will interconnect that building to the Gates building deployment

· We are also investigating ways to upgrade the switches with our operational zone so that we will be able to create a large OpenFlow island spanning Gates CS, Packard EE and CIS/CISX buildings.

· Conduct formal user experience surveys and make it a regular process.
2.4 Publications
The weekly deployment reports from the McKeown group network can be found here
The tutorial/support website for OpenFlow deployment can be found here
3. Nation-wide deployment

Stanford has been formally supporting 7 other universities with their OpenFlow deployment.
3.1 Project participants

Coordinators

: Guru, Guido 

Deployment team
: Srini, Masa, Paul, Johan
3.2 Milestones achieved and deliverables made

· Six universities demonstrated a working OpenFlow test network during GEC7
· Helped UWashington demonstrate an integrated Plug-n-serve load-balancing experiment at GEC7 where the Stanford and U Washington aggregates were stitched using software tunnels.
· We worked with the universities in defining a deployment plan that is customized for each university deploying OpenFlow. The plan will be realized in the subsequent quarter.
3.3 Activities and findings

Much of our effort on the campus deployments have been towards outreach to the campuses:

· Guru and Guido visited each of the 7 campuses in the first week of February. Each campus describe their current legacy network and shared plans for future deployment and expansion.

· Organize a bi-weekly conference call to help debug deployment issues and also help prepare a customized deployment or demonstration plan.

· Srini visited Rutgers and Georgia Tech to share our deployment experience with them, learn about their current network and other deployment roadblocks.
As a test run for GEC8, we interconnect our demonstration network at Stanford with the University of Washington test network to create a larger plug-n-serve demonstration. This was demonstrated at GEC7. The requests from web clients were sent by the controller to the web servers in Stanford or Washington based on the network load and response time.














































































































































































































































































