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1 Document Scope

This section describes this document’s purpose, its context within the overall GENI document tree, the set of related documents, and this document’s revision history.

1.1 Purpose of this Document

This document provides an overview of the GENI suite structure. 
It is a DRAFT, to be used for discussion..

1.2 Context for this Document

Figure 1-1. below shows the context for this document within GENI’s overall document tree.
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Figure 1-1. This Document within the GENI Document Tree.

1.3 Related Documents

The following documents of exact date listed are related to this document, and provide background information, requirements, etc., that are important for this document. 

1.3.1 National Science Foundation (NSF) Documents

	Document ID
	Document Title and Issue Date

	N / A
	


1.3.2 GENI Documents

	Document ID
	Document Title and Issue Date

	GENI-SE-SY-RQ-01.9
	GENI System Requirements (DRAFT)

January 16, 2009

http://groups.geni.net/geni/wiki/SysReqDoc 

	GENI-SE-SY-SO-02.0
	GENI System Overview

September 29, 2008

http://www.geni.net/docs/GENISysOvrvw092908.pdf  

	GENI-INF-PRO-S1-OV-1.12
	GENI Spiral 1 Overview

September 29, 2009

http://www.geni.net/docs/GENIS1Ovrvw092908.pdf 

	GENI-SE-CF-RQ-01.3
	GENI Control Framework Requirements (DRAFT)

January 13, 2009

http://groups.geni.net/geni/wiki/GeniControlFrameworkRequirements 

	GENI-SE-CF-PLGO-01.2
	PlanetLab GENI Control Framework Overview (DRAFT)

January 14, 2009

http://groups.geni.net/geni/wiki/PlanetLabGeniControlFrameworkOverview 

	GENI-SE-CF-PRGO-01.4
	ProtoGENI Control Framework Overview (DRAFT)

March 25, 2009

http://groups.geni.net/geni/wiki/ProtoGeniControlFrameworkOverview 

	GENI-SE-CF-ORGO-01.2
	ORCA GENI Control Framework Overview (DRAFT)

January 14, 2009

http://groups.geni.net/geni/wiki/OrcaGeniControlFrameworkOverview 

	GENI-SE-SY-TS-UC-LC-01.1
	Lifecycle of a GENI Experiment (DRAFT)

March 4, 2009

http://groups.geni.net/geni/wiki/ExperimentLifecycleDocument 

	
	

	
	

	
	


1.3.3 Standards Documents

	Document ID
	Document Title and Issue Date

	N / A
	


1.3.4 Other Documents

	Document ID
	Document Title and Issue Date

	
	

	
	

	
	

	
	

	
	

	
	

	
	

	
	


1.4 Document Revision History

The following table provides the revision history for this document, summarizing the date at which it was revised, who revised it, and a brief summary of the changes. This list is maintained in reverse chronological order so the newest revision comes first in the list.

	Revision
	Date
	Revised By
	Summary of Changes

	-0.1
	3/8/10
	H. Mussman
	Early draft, for review within the GENI Instrumentation and Measurements Working Group

	-0.6
	6/25/10
	H. Mussman
	Update sections describing services, including info from 2nd workshop

	-0.6
	7/22/10
	M. Swany
	Update section on protocol and application interfaces to I&M services

	-1.0
	12/20/10
	H. Mussman
	Update all sections, to include material from WG members, WG meetings and 3rd workshop


2 Introduction and Goals

The Global Environment for Network Innovations (GENI) is a suite of experimental network research infrastructure now being planned and prototyped.

To conduct useful and repeatable experiments, GENI experimenters require extensive and reliable instrumentation and measurement capabilities to gather, analyze, present and archive Measurement Data (MD).

In addition, the GENI operations staff require extensive and reliable instrumentation and measurement capabilities to monitor and troubleshoot the GENI suite and its constituent entities.  Some of this data will be made available to experimenters, to help them conduct useful and repeatable experiments. 
This document presents the GENI Instrumentation and Measurement (I&M) architecture, comprising six key Instrumentation and Measurement (I&M) services:

1) Measurement Orchestration (MO) service

2) Measurement Point (MP) service

3) Measurement Information (MI) service

4) Measurement Collection (MC) service

5) Measurement Analysis and Presentation (MAP) service

6) Measurement Data Archive (MDA) service

Important goals for the GENI I&M  services are to:

a) Provide broad data gathering, analysis and archival capability that is sufficient for scientific mission, operations, and success of the infrastructure.

b) Remove the burden on researcher to become a system and network measurement infrastructure expert so that researcher can better focus on the science in the experiments

c) Measure details of GENI behavior with high precision and accuracy in a ubiquitous, extensible, highly available, secure, and integrated manner without adversely impacting experiments.
d) Provide drill-down performance transparency of system and network resources at hop, link, path and slice levels in terms of availability, health status, and diagnosis of perceived as well as impending problems.
e) Allow and make-it-easy for various user groups to access and control functions involving interactions between I&M  sub-services encompassing resources such as instrumentation taps in the network, time sensors, software-based and hardware-based measurement probes, router/switch MIBs, and (short-term/long-term) measurement data archives.
f) Provide performance transparency of the status of the individual I & M sub-service components and their interfaces with other sub-services to ensure correctness of measurements provisioned.

g) Through tight integration with the CFs, provide mechanisms to handle security, privacy and access control of measurement data archives to allow access only to authorized users, and also provide different data views based on authorization privileges.

h) Make it easy for data providers (e.g., instrumentation device designers, experiments who implement custom instrumentation devices, etc) to supply data (within legal and ethical limits) to other entities. 

The I&M architecture must readily support implementations from small-scale to large-scale.  

Examples of small-scale implementations include:

1) A student is the Experimenter who uses I&M services to instrument a short-term experiment that is part of class homework.  

2) An Operator of an Aggregate (or MDA service) who needs to monitor the operation of that service.

Examples of large-scale implementations include:
1) An Experimenter responsible for a long-running future-Internet experiment, that includes many servers and many GENI backbone connections, and attaacts a large number of Opt-In Users.  In this case, multiple I&M services will distributed over many aggregates, with MD flowing between services, and orchestration mechanisms based upon message exchanges between the distributed services and orchestration tools included within the experiment control tools.
2) The GMOC, providing GENI-wide operator services, needs to monitor essentially all GENI infrastructure on a 24x7 basis.  In this case, the GMOC Operator will gather, analyze and present MD that monitors hundreds of infrastructure elements.
The I&M services should be interoperable to assure efficient use of the I&M services, by easily allowing a mix of MD from both experiment slices and GENI infrastructure

The I&M services can readily realize interoperability by building and then reusing software components that implement the various interfaces required on an I&M service.

3 Instrumentation and Measurement (I&M) Use Cases

To ensure that the GENI I&M services satisfy the needs of all GENI users, six user groups have been identified and use cases for each group have been compiled in the following sections.

The identified user groups are:

1) Experimenters: Users that run Internet-scale experiments in slices comprising of multiple GENI resources to address research problems of the future-Internet.

2) Opt-In Users: Users within the GENI suite or general Internet users who participate or “opt-in” to a GENI experiment to utilize resources, applications or services that are hosted within the GENI experiment.

3) Central (i.e., GMOC) Operators: Group that monitors the GENI facility resources and processes in order to bring consistency, reliability and repeatability to GENI’s federated infrastructure.

4) Aggregate Providers and Operators: Groups that provide a set of network or computing components to GENI experiments along with software to manage the components, and allow users to check the availability and status of the various components.

5) Archive Providers and Operators: Groups that catalog indexes of GENI-related measurement datasets in a repository and provide tools for users to share, annotate, search and cite the measurement datasets.

6) Researchers that use Archived Measurement Data: Users that utilize the measurement datasets provided by Archive Providers in order to test hypotheses, and promote reproducible research.

The interfaces to the GENI I&M services that will drive the user actions in the use cases will be either: (i) web-page based, (ii) command-line based or (iii) custom client software based. 

3.1 For Experimenters

These are users that run experiments in slices comprising of multiple GENI resources to address research problems of the future-Internet.

Use cases for this group include:

a) A slice has been setup for me, have I got all the resources with the performance expectations that I specified in the RSpec?  For example, I asked for a 2 Mbps available bandwidth connection between Nodes A and B, run a 2 Mbps UDP Iperf test so that I can check there is no packet loss.

b) Show me a dashboard of some or all of the resource performance measurements as I run my experiments so that I can have knowledge of my experiment environment in real-time. Allow me to configure the dashboard such that it will be obvious for me to see any impending or perceived problems when measurement values cross my pre-set performance thresholds
c) My experiment data shows inconsistencies, let me query the status of user slice resources so that I can notify GMOC about any perceived performance problems
d) Provide me with an archive of some or all of the slice resource performance measurements so that I can reference them during offline analysis of the data collected in my experiment after the slice expires 

e) Setup up TCPdump passive measurement taps at hops a, b, c and provide an interface where I can view and analyze the slice components and slivers performance in an on-going manner

f) Setup Netflow measurements collection at hops a, b, c and provide an interface where I can view and analyze the flows in my slice in an on-going manner

g) Setup vendor-specific measurements collection from equipment at hops a, b, c in my slice and provide an interface where I can view and analyze the measurements in an on-going manner
h) Setup up active measurement capabilities on paths x, y, z using p, q, r tools; Provide capabilities for on-demand measurement with quick response times; Provide capabilities for on-going measurements with sampling patterns in {periodic, random, stratified random, adaptive}

i) Setup one-way delay active measurements with microsecond precision on paths x, y, and z encompassing hops a, b, and c that have Netflow measurements collection enabled so that I can know when there is short-term buildup in router queues that does not show in link utilization data, but is correlated with large flows that appear in the flow data
j) I am writing an event-driven experiment, at certain time points, I would like to be notified of anomalies and forecasts of system and network performance at hops a, b, c on paths x, y, z pertaining to tools p, q, r

k) I am running an experiment to deploy a novel IPTV system protocol, provide me with PSNR measurements of video quality between paths x, y, z (e.g., Evalvid tool that will need source and destination packet captures)
l) Provide access to my opt-in users who want to query measurement data within my experiment slice using web-service clients based on GIMA compliant data sharing schemas
m) Provide me with an archive of some or all of the slice resource performance measurements that I requested as part of my experiment
n) Provide me with mechanisms to share my slice measurements archive with researchers and opt-in users at different levels of permissions sharing (i.e., whitelist/blacklist, sign-in, public)
3.2 For Opt-In Users

These are users within the GENI suite or general Internet who participate or “opt-in” to a GENI experiment to utilize resources, applications or services that are hosted within the GENI experiment.

Use cases for this group include:

a) I am utilizing a new P2P networking service in a GENI experiment slice, show me the end-to-end delay and loss characteristics of the network paths between my computer and all the P2P servers in the GENI experiment

b) I have subscribed for a virtual desktop service in a GENI experiment slice, show me whether I got all the resources (e.g., CPU, Memory, Disk space) with the performance expectations that I wanted in my virtual desktop computer?  

c) My application running in the GENI experiment has poor performance, let me query the latest status of my application resources so that I can know the reason for the poor performance or I can notify the researcher who is running the GENI experiment

3.3 For Central Operators (i.e., GMOC)

Group that monitors the GENI facility resources and processes in order to bring consistency, reliability and repeatability to GENI’s federated infrastructure.

Use cases for this group include:

a) For a physical topology of Nodes {A, … Z} spanning multiple aggregates, show me if any slice is mis-behaving so that I can invoke “emergency shutdown” to swap it out

b) Experimenter called NOC about non-responsiveness of resources or unexpected behavior in a slice spanning multiple aggregates, notify status of user slice resources via a dashboard with some or all of the resource performance measurements in the user slice; Allow me to configure the dashboard such that it will be obvious for me to see any impending or perceived problems when measurement values cross pre-set performance thresholds
c) We would like to keep meta-data of all the experiments, send us experiment meta-data after each slice expires 
d) Setup Netflow measurements collection at hops a, b, c spanning multiple aggregates and provide an interface where I can view and analyze the flows of all the experiment slices in an on-going manner

e) Setup vendor-specific measurements collection from equipment at hops a, b, c spanning multiple aggregates and provide an interface where I can view and analyze the measurements in an on-going manner
f) Setup up active measurement capabilities on paths x, y, z using p, q, r tools spanning multiple aggregates; Provide capabilities for looking at the measurements being collected via a weathermap interface

g) Provide me with an archive of some or all of the slice resource performance measurements of users X and Y so that I can analyze infrastructure problems spanning multiple aggregates that may have corrupted the users experiment environments

3.4 For Aggregate Providers and Operators

Groups that provide a set of network or computing components to GENI experiments along with software to manage the components, and allow users to check the availability and status of the various components. 
Use cases for this group include:

a) I would like to have an authentication mechanism for NOC staff, researchers, and opt-in users so that measurement data access spanning across my aggregate components can be granted based on the privileges assigned to the different user roles

b) For a physical topology of Nodes {A, … Z} in my aggregate, show me if any slice is mis-behaving so that I can swap the experiment out and/or reallocate resources
c) The NOC has complained about non-responsiveness of resources or unexpected behavior in a slice using my aggregate, notify status of the user slice resources via a dashboard with some or all of the resource performance measurements in the user slice; Allow me to configure the dashboard such that it will be obvious for me to see any impending or perceived problems when measurement values cross pre-set performance thresholds
d) I would like to keep meta-data of all the running/expired experiments using my aggregate, so that I can track the resource utilization levels and the inherent experiment purposes over time

e) Setup Netflow measurements collection at hops a, b, c in my aggregate and provide an interface where I can view and analyze the flows of all the experiment slices in an on-going manner

f) Setup vendor-specific measurements collection from equipment at hops a, b, c in my aggregate and provide an interface where I can view and analyze the measurements in an on-going manner
g) Setup up active measurement capabilities on paths x, y, z using p, q, r tools in my aggregate; Provide capabilities for looking at the measurements being collected via a weathermap interface

h) Provide me with an archive of some or all of the slice resource performance measurements of users X and Y that are using my aggregate so that I can analyze infrastructure problems that may have corrupted my aggregate users experiment environments

3.5 For Archive Providers and Operators

Groups that catalog indexes of GENI-related measurement datasets in a repository and provide tools for users to share, annotate, search and cite the measurement datasets. 
Use cases for this group include:

a) I would like measurement archives corresponding to GENI experiments to be published in the repositories PQR by the experiment researchers, aggregate providers and GMOC with suitable keywords that allow me to catalog indexes for future search and retrieval purposes

b) I would like to have an authentication mechanism for NOC staff, aggregate providers, experiment researchers, opt-in users, and researchers that use archived measurement data so that measurement data access in my repositories can be granted based on the privileges assigned to the different user roles
c) I would like NOC staff, aggregate providers, and experiment researchers to provide me policies relating to the measurement archive sharing permissions (i.e., whitelist/blacklist, sign-in, public)
d) I would like users to use my tools and transformation libraries that deal with various data formats to: share, annotate, search and cite the measurement datasets in my repositories

e) I would like NOC staff, aggregate providers, and experiment researchers to contribute various tools that will allow researchers using the archived measurement data to analyze and visualize their corresponding published data sets more effectively

3.6 For Researchers that use Archived Measurement Data (MD)

Users that utilize the measurement datasets provided by Archive Providers in order to test hypotheses, and promote reproducible research. 
Use cases for this group include:

a) I would like get search results and access to measurement archives corresponding to GENI experiments published by the experiment researchers, aggregate providers and GMOC when I use different search keywords

b) I would like to be able to share (e.g., email, post on Twitter), annotate, search and cite the measurement datasets in repositories of several Archive Providers

4 Instrumentation and Measurement (I&M) Services
4.1 Functions of I&M Services

Based upon an examination of the various I&M services being developed for GENI and related systems (ref:  GENI I&M Capabilities Catalog), the GENI Instrumentation and Measurement (I&M) architecture has been defined to include six services, identified by function:

1) Measurement Orchestration (MO) service

2) Measurement Point (MP) service

3) Measurement Information (MI) service

4) Measurement Collection (MC) service

5) Measurement Analysis and Presentation (MAP) service

6) Measurement Data Archive (MDA) service

A generalized arrangement of such services is shown in Figure 4-1:

Here each service is separate, but services are often combined in a particular implementation.

4.1.1 Measurement Orchestration (MO) Service

A Measurement Orchestration (MO) service is part of an Experiment Control (EC) service, and (typically) utilizes a scripting language to orchestrate the functions of  other I&M services.  

For example, it may check on the status of a service, or ask it to restart its processing functions.

4.1.2 Measurement Point (MP) Service

A Measurement Point (MP) service provides the instrumentation that taps into GENI infrastructure, or that is included within a GENI slice, to capture measurement data and then output it using a standardized schema.

There will be a wide variety of MP services, but all should output measurement data that adheres to a defined schema.  The schema covers both the measurement data and its associated metadata.  The measurement data typically includes values (or events) and time stamps.  The metadata describes the provenance of the measurement data flow/set/file.  
MPs that tap into GENI infrastructure include:

a) link sensors - deployed on network links via taps, provide basic link signals

b) node sensors - deployed on all systems , provide basic utilization/state/configuration data

c) time sensors - deployed at sites to provide fine-grained, synchronized timestamps

MPs that are connected to sensors are typically programmable systems that use a select/transfer protocol to move data from sensors, and then transform basic signals into data suitable for more standard analysis, and may provide short term storage capability.

MPs that are included within a GENI slice gather measurement data produced by or defined within the slice.

4.1.3 Measurement Information (MI) Service

A Measurement Information (MI) service provides a lookup (or registry) service for available measurement data.  It may also include a topology service to map available measurements to the GENI infrastructure.
4.1.4 Measurement Collection (MC) Service

A Measurement Collection (MC) service is a system that collects, combines, transforms and/or caches measurement data, whose input(s) and output(s) follow defined schemas.
It is expected that there will be a wide range of MC services, typically built on top of general-purpose servers using standardized software packages.

4.1.5 Measurement Analysis and Presentation (MAP) Service

A Measurement Analysis and Presentation (MAP) services is a system that analyzes and then presents measurement data, whose input(s) and output(s) follow defined schemas.

It is expected that there will be a wide range of MAP services, typically built on top of general-purpose servers using standardized software packages.

4.1.6 Measurement Data Archive (MDA) Service

A Measurement Data Archive (MDA) service provides a measurement data repository for GENI experimenters and operators, plus a portal to allow researchers access to archived measurement data (when permitted).

GENI experimenters and operators can transfer measurement data files to and from the repository, which includes extensive indexing features and provides high availability.

The portal allows other researchers to access archived measurement data, when permitted and within legal and ethical limits.  These researchers may find value in the data from an experiment (or some set of experiments in combination) that the original data providers did not envision.  

Based on past experience, data providers don’t make data available to others if it requires any effort on their part.  Therefore, automatic transformations should be provided to facilitate sharing.

4.2 Typical Arrangements of I&M Services

Typical arrangements of I&M services are discussed in the following sections for:

1) Experimenter gathering MD from their Slice

2) Operator gathering MD from GENI Infrastructure

3) Experimenter gathering MD from their Slice and from GENI Infrastructure

4.2.1 For Experimenter Gathering MD from their Slice

An Experimenter uses an Experiment Control (EC) service (tools) to gather resources into a particular “slice” (container of resources), configure and/or program them, and then manage them to setup and run an experiment.  The Control Framework (CF)  allows an Experimenter to discover, authorize and assign resources to their slice.
Figure 4-2 shows a typical arrangement of I&M services for an Experimenter.

The MP, MC and MAP services are part of the Experimenter’s slice, and thus they are setup, configured and managed by the Experimenter.  Some can be combined into one server/service, as shown for the MC and MAP services.  The MO service is part of the Experiment Control services, and is used by the Experimenter to manage their I&M services.

The two MP services collect MD directly from experiment software, and thus the MD is “owned” by the Experimenter, and they decide whether or not to share it with anyone else.  Note that, unless shared, the MD always stays within one slice.

Issue:  Can an Operator ever see this data?  If so, how would it be authorized.

The Experimenter can store and retrieve a MD file from the MDA service, which is run by a Service Provider and is shared (sliced) by many users.

It is essential that this arrangement of I&M services be easy to setp and use by an Experimenter.

Examples include:


[ref: Instrumentation Tools]


[ref: OMF/OML]

4.2.2 For Operator Gathering MD from GENI Infrastructure

An Operator can use an Experiment Control (EC) service (tools) to gather resources into a particular “slice” (container of resources), configure and/or program them, and then manage them to setup and run an “experiment” which is used to monitor the Operator’s resources.  

However, Operators typically want to gather and combine MD from GENI infrastructure, and Figure 4.3  shows one such  arrangement.

Here, two MPs are run by separate Service Providers (sp004 and sp005), which “own” their respective MD flows.  Each registers its output data (particularly metadata) with the MI service, which is run as a GENI service.  

Then, the Operator (ops003) uses their MAP service to discover the available MD by first sending a query to the MI service, and then be sending queries directly to the MP services.  Next, after requesting that the MPs authorize sending it their data, it begins to receive, analyze and present (e.g., provide a graph) this MD from the GENI infrastructure.

In this case, the MP, MI and MAP services have three different owners, and are part of three different slices.  When MD flows between the MP  and the MAP services, it flows from one slice to another, and an authorization process must be used (unless the data is marked to “share with anyone”.

An example of such an arrangement can be found in [ref:  perfSONAR].

In GENI, it can be expected that various Service Providers and Operators will formulate a policy to readily share infrastructure data among these “trusted parties”.  

In addition, there may well be a GENI policy to allow “trusted Operators” to see MD that includes (directly or indirectly) information from an Experimenter’s slice, so that they can debug GENI infrastructure problems and so that they can detect use by an Experimenter contrary to the “accepted use policy”.

4.2.3 For Experimenters Gathering MD from their Slice and from GENI Infrastructure 

An Experimenter may wish to gather and utilize MD from their slice, but also collect and utilize MD from GENI infrastructure, and Figure 4.4  shows one such  arrangement.

In this case the Experimenter use a MC service to collect and combine MD from the MP service providing MD from the slice and the MP service owned by a Service Provider (sp005) which provides MD from the infrastructure.  This requires the Experimenter to discover the available infrastructure MD form the MI service, and then requesting the MP to authorize sending it the MD.  Again, MD flows from one slice to another, and an authorization process must be used, unless the data is marked to “share with anyone”.

The MP service may provide the same infrastructure MD to both the Operator and the Experimenter, or it may by “programmed or configured” to provide customized MD to these two users.

4.3 Types of I&M Services

Four types of I&M services have been identified and are explained in the following sections:

1) Service contained within a slice.

2) Common service platform plus multiple slivers dedicated to multiple experiments.

3) Common service with shared data provided to multiple experiments.

4) MDA service with a portal for sharing data

4.3.1 Type 1 I&M Service:  Service Contained within a Slice 

A Type 1 I&M service is completely contained within a slice, where the slice is owned and managed by an Experimenter to instrument and measure an experiment, or by a Service Provider or an Operator to instrument and measure GENI infrastructure.  

Figure 4-5 shows the configuration of such a service within Slice X that is owned and managed by Experimenter X.  The service is assembled from hardware assigned to Experimenter X and software loaded by Experimenter X.  The service is configured and managed by Experimenter X.

Slice X creates the MD that is gathered, processed and/or stored by that slice, and the Slice Owner (e.g., Experimenter X) decides how it may be used or shared, subject to privacy issues  (see Section 4.4).

An example of a Type 1 service is that provided by (ref:  Inst Tools project).

In many cases, multiple I&M services will be utilized in tandem within the slice, as shown above in Figure 4-2.  Then a stitching process must be utilized so that the MD flows are established from the output of one service to the input of the next service.

Issue:  Can an Operator (e.g., GMOC) ever see MD owned by an Experimenter, e.g., to verify acceptable use of GENI resources or to troubleshoot problems in GENI infrastructure?  If so, how?

4.3.2 Type 2 I&M Service:  Common Service Platform plus Multiple Slivers 

A Type 2 I&M service includes a common service platform that is assembled, configured and managed by a Service Provider plus multiple slivers that are acquired, configured and managed by multiple slice owners, e.g., Experimenters and/or Operators.

Figure 4-6 shows the configuration of such an arrangement where the common service platform is assembled, configured and managed by Service Provider AA.  Multiple slivers are assigned to, configured and managed by multiple Experimenters A – Z, who gather, process and/or store MD independent of the other slivers. 

Together, the Service Provider and each Sliver Owner create the MD gathered, processed and/or stored by each sliver, and decide how it may be used or shared, subject to privacy issues  (see Section 4.4).

An example of a Type 2 service is that provided by (ref:  Meas System project).

Issue:  If the Type 2 service platform is an infrastructure Measurement Point (MP) service that gathers much data and sorts it for assignment to multiple slivers, how can it know that certain data packets belong to a certain sliver?

4.3.3 Type 3 I&M Service:  Common Service with MD for Multiple Slices

A Type 3 I&M service includes a common service that is assembled, configured and managed by a Service Provider and that provides measurement data to multiple slices, e.g., those owned by Experimenters and/or Operators.

Figure 4-7 shows the configuration of such an arrangement where the common service is assembled, configured and managed by Service Provider AA.  It provides MD to multiple Slices A – Z.  In some cases, the MD provided to the different slices is filtered or customized.

The Service Provider creates and owns the MD, and decides how it may be used or shared with Experimenters and/or Operators, subject to privacy issues (see Section 4.4).

An example of a Type 3 service is that provided by (ref:  perfSONAR project).

Issue:  A Service Provider must have a way to decide whether an Experimenter or Operator gets access to a particular set of MD.

Issue:  A Service Provider must realize that once they pass MD to another party, that party could pass it to anyone.  Thus, the Service Provider must trust the receiving party, or else expect that the MD could be passing into the public domain. 

4.3.4 Type 4 I&M Service:  MDA Service with a Portal for Sharing MD

A Type 4 I&M service is a Measurement Data Archive (MDA) service that  is assembled, configured and managed by a Service Provider and that archives data for multiple slices, e.g., those owned by Experimenters and/or Operators.  The MDA service includes a portal that allows a Slice Owner to access their MD and share it with others.

Figure 2-5 shows the configuration of such an arrangement where the MDA service is assembled, configured and managed by Service Provider AA.  It  archives MD for Slices A – Z.  

The Slice Owner owns their MD, and decides how it may shared with others, including Experimenters and/or Operators associated with a slice, and Researchers who are not associated with a slice, subject to privacy issues (see Section 4.4).  In this case, Experimenter Q uses the portal to access their own archived MD..Since they have authorized sharing with other researchers, Researcher ZZ has discovered and thendownloaded some of the archived MD.

4.4 Assembling, Configuring and Managing I&M Services

The resources involved in the four types of I&M services described in Section 4.2 include:

1) Hosts, VMs, etc.

2) Network connectivity

3) Software, e.g., I&M software that is used to build an I&M service

4) I&M services (Types 1, 2, 3 and 4)

5) I&M services that host slivers  (Type 2 and 4)

6) I&M services that provide I&M data flows and/or file transfers (Types 3 and 4)

7) I&M service that shares MD files stored in archives (Type 4)

Any of the I&M services 4) through 7) is part of a slice, and the Slice Owner (e.g., Experimenter, Operator or Service Provider) is responsible for assembling, configuring and managing the service.  The following steps are used to establish each I&M service:

Step 1:  The Slice Owner utilizes the GENI CF to assemble the I&M service from resource items 1), 2) and 3) provided by GENI aggregates, or else installs a packaged service.  

Step 2:  The Slice Owner gets a unique name (URN) for the service from the MI service.

Step 3:  The Slice Owner sets up and configures:

a) Optional hosting space for slivers, and makes descriptors

b) Inputs, and makes partial descriptors

c) Processing, and makes partial descriptors

d) Outputs, and makes partial descriptors

e) Management interfaces, and makes descriptors

Step 4a:  The Slice Owner registers the service at the MI service, and includes:

a) Name

b) Description  

c) Topographical location (if possible) 

d) Availability of slivers and their description

e) Interfaces, including  inputs, outputs  and/or  management

Step4b:  The Slice Owner registers any available slivers and their descriptions at the GENI Registry service. 

Step 4c:  Other Slice Owners can discover the availability of slivers on established I&M services using the GENI Registry service.

Step 4d:  Other Slice Owners can utilize the GENI CF process to authorize and assign the use of a “sliver of a service”, but adapted so that the transaction occurs between a Service Manager in Slice 1 representing the service hosting the sliver, and an Experimenter/Operator in Slice 2.

Once Slice Owner 2 has been assigned a “sliver of a service”, they should follow Steps 2- 4a for this “sliver of a service”.

The above steps are used to establish I&M services (or slivers within a service) as part of a slice, but they do not describe the schema and provenance of the Measurement Data (MD), how it is it is gathered, how it is transferred to a different service, or how it is shared with others.  This process is considered in detail in the next section, Section 4.4.

4.5 Gathering, Transferring and Sharing MD

Given that I&M services (or slivers within a service) have been established as part of a slice, it is then possible to consider:

a) Schema and provenance of the Measurement Data (MD)

b) How MD is gathered

c) How MD is transferred between I&M  services

d) How MD can be shared with others 

These are considered in detail in the next sections.

4.5.1 Schema and Provenance of MD

Schema and provenance of MD within GENI follow these rules:

a) MD packet flows or files are objects that have unique identifiers.

b) MD objects have associated metadata that provides information on the schema and provenance of the data, and can be registered with the MI service.

c) MD sending and receiving parties within GENI (typically I&M services) are identified with GENI slice IDs

d) The party that collects MD “owns” it, and establishes a sharing policy to be honored by succeeding parties.

e) Legally private MD is never collected, or the data is immediately modified to assure anonymity

f) MD must be filtered as it is collected to ensure the privacy of the other researchers/slices, i.e., one researcher must not be able to see, or infer, MD from another researcher/slice. 

g) An ordered list of parties (typically I&M services) involved in the transfer of MD packet flows or files is maintained in the associated metadata, along with their associated processing descriptors.  Each may add a policy that must be honored by succeeding parties

h) When one party decides to transfer or share MD with another party, they should have a policy that considers:   the involved parties (slices) and any acceptable use agreements; the “ownership” of the MD and the wishes of the owners;  the trustworthiness of the receiving party;  and any privacy constraints on the MD

i) A party may sometimes offer MD for sharing in the “public domain” to anyone that can be identified with an email address, or simply to anyone

4.5.2 Gathering MD into a Slice

The overall principal for gathering MD into a slice is:

· The party that gathers MD into a slice “owns” it, and establishes a sharing policy to be honored by succeeding parties

Example 1:  MD generated by the code running within a slice owned by a Researcher is gathered by a MP service within the slice.  The Researcher then establishes a sharing policy to be honored by succeeding parties.  This sharing policy is included in the metadata describing the output of the MP service, which may be registered with the MI service.

The sharing policy might include: 

· “share with another service or party in this slice”

· “share with an Operator (e.g., GMOC) only with my approval”

· “share with another service or party outside this slice only with my approval”

If it is vitally important that the MD not be shared with any other slice or party, the Researcher may encrypt the MD within the MP service, and then only they can recover the MD.

In some cases, this MD will contain information on an application being run in GENI, and thus on its users.  In many cases, the privacy of the users is protected by law, and must not be compromised.  One strategy is to anonymize the MD as it is collected, although it has been shown that this is difficult to implement.  The simplest strategy is to avoid collecting any MD that could compromise privacy.

The overall principal is:

· Legally private MD is never collected, or the data is immediately modified to assure anonymity

Example 2:  MD generated by the code running within a slice owned by an Operator (e.g., GMOC) is gathered by a MP service within the slice from available GENI infrastructure.  The Operator, in consultation with the infrastructure provider and following GENI policy,  then establishes a sharing policy to be honored by succeeding parties.  This sharing policy is included in the metadata describing the output of the MP service, and is registered with the MI service.

The sharing policy for very sensitive data might be: 

·  “do not share with any other GENI slice”

If so, the Operator may encrypt the MD within the MP service, and then only they can recover the MD.

The sharing policy for sensitive data might include: 

· “share with any other recognized GENI Operator”

·  “do not share with any GENI Experimenter”

·  “share with another service or party only with my approval”

Issue:  It may be important for GENI policy if and how GENI Operators are privileged over GENI Experimenters.  Can a GENIU Operator alwys be trusted to protect sensitive data?  Can a GENI Operator be trusted to see some Experimenter’s  data and keep it private from other experimenters? 

Or, the sharing policy for less sensitive data might include: 

· “share with any GENI slice”

·  “share with another service or party only with my approval”

In some cases, this MD will contain information on an application being run in GENI, and thus on its users.  In many cases, the privacy of the users is protected by law, and must not be compromised.  One strategy is to anonymize the MD as it is collected, although it has been shown that this is difficult to implement.  The simplest strategy is to avoid collecting any MD that could compromise privacy.

Since GENI resources are typically sliced and thus shared with multiple researchers/slices, some MD will contain information for multiple researchers/slices, directly or indirectly.  When such MD is provided to a particular researcher/slice, it must be filtered in such a way as to ensure the privacy of the other researchers/slices, i.e., one researcher must not be able to see, or infer, MD from another researcher/slice. 

Thus, the overall principals are:

· Legally private MD is never collected, or the data is immediately modified to assure anonymity

· MD must be filtered as it is collected to ensure the privacy of the other researchers/slices, i.e., one researcher must not be able to see, or infer, MD from another researcher/slice

Issue x:  How does an Experimenter get “common data” that isn’t already being collected?  Go to GMOC and have them collect this additional data?  Or, go to substrate owner (e.g. to get ping times) and ask to use their resources to collect ping time? 

4.5.3 Transferring MD between I&M Services in the Same Slice

If MD moves between I&M services all contained within one slice, the Slice Owner sets up the configuration shown in Figure 4-2.

Step 5:  The Slice Owner stitches all I&M services together, from the output of one I&M service to the input of the next I&M service, and  updates each I&M service record to provide:

a) Complete descriptors for all inputs, including metadata

b) Complete descriptors for all processing

c) Complete descriptors for all outputs, including metadata

Step 6:  Optionally, the Slice Owner registers each output with its descriptors at the MI service.  This would help an Operator who needs to examine MD for the slice.

The stitching can be done between I&M services by the Slice Owner by enabling flows or transfers between services, perhaps by dropping matched key pairs into the services.  This approach must typically prevent others from maliciously (or accidentally) transferring data.  Also, there needs to be away for the Slice Owner to setup a transfer to an Operator (or other party) on demand;  see Section 4.4.4

Step 7:  The Slice Owner uses the management interfaces on the I&M services in their slice to start and then manage the overall flow of MD between services.

4.5.4 Transferring MD between I&M Services in Different Slices

If MD moves between I&M services contained within two slices, then  Slice Owner 1 of the sending service must allow a transfer to a receiving service configured and managed by Slice Owner 2.  A typical configuration is shown in Figure 4-3, where the sending service is owned by a Service Provider that provides MD from the infrastructure, and the receiving service is owned by an Experimenter who wishes to collect infrastructure measurements along with measurements from their slice.

For an example of such a configuration, see [ref:  perfSONAR system]

Step 5:  Slice Owner 1 stitches all I&M services together, from the output of one I&M service to the input of the next I&M service, and updates each I&M service record to provide:

a) Complete descriptors for all inputs, including metadata

b) Complete descriptors for all processing

c) Complete descriptors for all outputs, including metadata

Step 6:  Slice Owner 1 registers their output(s) with descriptors at the MI service 

Step 7:  Slice Owner 2 discovers the infrastructure MD (with metadata and policies) registered by Slice Owner 1 at the MI service, and decides to collect this MD

Step 8  An authorization mechanism mediates the transfer of the infrastructure MD from Slice 1 to Slice 2.   The required authorization and assignment process is new to GENI, since it involves two Slice Owners and any policies reflected in the MD descriptor.  It needs to consider:

· the involved parties (slices) and their acceptable use agreements

· the “ownership” of the MD and the wishes of the owners, as reflected in the metadata

· the trustworthiness of the receiving party

· any legal privacy constraints on the MD

It would be best if this authorization mechanism were able to operate independently at the point of transfer.  

Once the decision is made, the actual stitching can be done between I&M services by dropping matched key pairs into the two services.  See for example, the mechanism under development for the [ref: perfSONAR system]

Step 9a:  Slice Owner 2 completes the stitching of  their I&M services, and  updates each I&M service record to provide:

a) Complete descriptors for all inputs, including metadata

b) Complete descriptors for all processing

c) Complete descriptors for all outputs, including metadata

Step 10a:  Slice Owner 1 uses the management interfaces on the I&M services in their slice to start and then manage the overall flow of MD between services.

Step 10b:  Slice Owner 2 uses the management interfaces on the I&M services in their slice to start and then manage the overall flow of MD between services.

4.5.5 Sharing MD with Others

A Slice Owner may authorize the sharing of MD with others.  This is typically done as a file transfer via a web portal on an I&M service as shown in Figure 4-9.  

However, it is possible that a MD flow could also be provided by a web portal.  

The web portal may be located on any I&M service, including a MDA service.  

The Slice Owner may authorize sharing a file with:

a)  “Anyone in this slice”

b) “Anyone associated with another GENI slice”

c) “Anyone outside of GENI that can be identified with an email address”

d) “Anyone outside GENI”  (full public access)

In all cases, a authorization and assignment process is required that mediates between a Slice Owner others as outlined above. 

In some cases, MD file might have been initially stored in an MDA service with metadata authorizing sharing with “no one”, and yet it should be possible for the  Slice Owner to change the authorization policy, perhaps to “anyone outside of GENI that can be identified with an email address”.

5 Interfaces to I&M Services

5.1 Discover Resources and Assign Slivers to a Slice

Discover Resources and Assign Slivers:  EC srvc uses CF to discover resources, and then assign slivers to slice/researcher for I&M srvc’s

Jason’s stuff here.

Security and access control


only accessible by authorized users

different views depending on authorization level

secure

private

some mechanisms defined by CF

5.2 Configure and Program Slivers

Configure and Program Slivers:  EC srvc uses CF and/or ssh to load std or customized software images for I&M srvc’s  Note:  1) and 2) are not specific to I&M services

5.3 Manage Services

Manage Services:  EC srvc and MO srvc use CF and/or https to check status of I&M srvcs, receive event notifications, and execute functions such as start, stop, reset, reboot, and checkpoint.

Most instrumentation services follow the following steps: (1) request, (2) measure, (3) process, (4) transport, and (5) retrieve. A user of the instrumentation service will request certain measurements, which results in the provisioning and configuration of measurement probes. The probes generate a set or a stream of measurement data which may be further processed and potentially transported to a different location. Finally, the results of the requested measurements are stored in one or more repositories from which they can be retrieved and/or queried by authorized users, tools and services, either immediately (real-time) or at a later time (history).

Depending on usage scenarios and objectives, several different architectures for instrumentation and measurement can emerge.  Current GENI instrumentation projects leverage a number of popular tools to construct their service. For example, the Scalable Sensing Service (S^3) project [S3] implements "sensor pods" (measurement points) as cgi scripts accessible through any web-server that supports cgi. Boa, a light-weight open source web-server, is currently used.  Therefore, starting/stopping the sensor pods is simply accomplished by starting and stopping the server.  This framework enables convenient third party measurements; that is, measurements between two nodes can be initiated by a third node.  Periodic measurements are configured as "cron" jobs on the sensor pods.  A sensing information manager ensures the liveness of the service using vxargs. The sensing information manager also collects the measurements from the sensor pods using rsync, and stores them in a data store [S3].

In contrast, OML [OML-TridentCom,OMLwiki] takes a distributed stream-based approach. Probes are assumed to produce a stream of measurement tuples which are streamed through a configurable set of filters and caches to a repository. The repository, like S^3, provides a web service interface allowing users and other services to retrieve the results (pull mode). However, users/services can also directly subscribe to a stream for operation in push mode. OML is integrated into the OMF control framework to simplify configuration of the entire distributed setup, as well as provide to support for "steerable" experiments, where the orchestration of an experiment can be influenced by the simultaneously collected measurements.

Another instrumentation service currently in GENI is perfSONAR, which sits somewhere in the middle. Various distributed monitoring services are "wrapped" into individual web services called "Measurement Points" (MPs) which return their results using the Open Grid Forum's Network Measurement Working Group (NMWG) XML schema. A set of other services, such as the Measurement Archive, Lookup, Authentication, Topology, Transformation, and Resource Protector provide a comprehensive suite of services.  perfSONAR is migrating to Representational State Transfer (REST), viewed as a lighter-weight service-oriented architecture over existing web service technologies, e.g., SOAP. XML-RPC and SNMP are also leveraged in several current measurement projects.

5.4 Measurement Data (MD) Packet Flows and File Transfers between I&M Services

Measurement Data Flows/Transfers:  Measurement data flows between I&M srvcs.  Two options:  Pull and Push.  Measurement data file transfers between I&M srvcs.  Expect to Pull from and Push to Repository

Typical flow of measurement data in basic use case:  from MPs, through MCs, to MAPs.  

Intermediate and final files stored in MDA.

Extended use case (under study by IMF project, Dutta, 1718):  take some MD, and feed back to experiment.  (IMF project is studying adaptive protocols)
See Section 7.

Consider: 

IP network
Layer 2 (VLAN) connections

Discuss:

Which protocols are active
Access to resources in aggregates, even when resources are in private address space, via GWs or proxies
How to provide authentication and authorization
How to provide QoS to protect measurement traffic
How to provide QoS to protect other traffic when measurement traffic is large.
Reserve bandwidth?

Martin on 6/28: Consider XSP (extensible session protocol) to provide transport layer GW functions. 

5.4.1 Pull MD Packets

Measurement Data Archive (MDA) services:  measurement data repository, with index and portal.

5.4.2 Push MD Packets

Measurement Data Archive (MDA) services:  measurement data repository, with index and portal.

5.4.3 Publish and Subscribe to MD Packets

Measurement Data Archive (MDA) services:  measurement data repository, with index and portal.

5.4.4 MD File Transfers

Measurement Data Archive (MDA) services:  measurement data repository, with index and portal.

5.5 Register Availability of MD

Register I&M Service:  Operator configures I&M srvc to register with Lookup Srvc, advertising name, location, and available metadata

5.6 Discover Availability of MD and Start MD Packet Flow or File Transfer

Discover I&M Service and Establish Meas Data Flow:   ECS or I&M srvc discovers I&M srvc advertisement, and establishes data flow

5.7 Observe I&M Service Status and Examine MD

Conduct and Observe Experiment:  Researcher uses browser to interact with and observe services via web portals

This section will lay out requirements and recommendations for GUIs that allow GENI users to manage (control, configure, access), visualize and discover I&M services, including the GUI themselves, and related data. The portals used by GENI experimenters to request the deployment of an I&M system or the instantiation of a sliver in an I&M component are not covered in the present draft. Requirements are defined to ensure GUIs and other services adhere to general GENI principles that must be enforced (e.g. privacy), and will tend to evolve from recommendations deemed essential by GENI I&M community. On the other hand, recommendations try to capture best practices in the field and general principles to increase the usability and effectiveness of these GUIs. 

Note: This draft does not currently define any requirements or recommendations, but rather describes current practices, possible use cases and general thoughts that can hopefully inform the future definition of these requirements and recommendations by the GENI I&M WG. 

Many design principles must be taken into consideration when developing GUIs for I&M architectures. As usual in Computer Science, these principles can be in sharp contrast with each other and trade-offs are made depending on the overall objective of the GUI. Following the general methodology of GENI, we identify GUIs developed for other I&M frameworks and services in order to capitalize on their strengths. A discussion of some of these design principles follows. 

· Centralized/Remote vs Distributed/Local vs Hybrid -These principles can be seen as part of a spectrum, with GUIs that provide a visual interface to services and data residing locally on the same machine on one end (e.g. pS-Performance Toolkit web interface), and GUIs that centralize management and distributed access to remote data and services on the other (e.g. MRTG+Cacti, CACTISonar). A centralized interface is the preferred approach on many use cases, such as health and status monitoring, as it increases the effectiveness and facilitates the access by providing a single, unified location for network management. However, collecting the data on a centralized location tends to increase the network overhead generated by network management. In contrast, GUIs with local scope tend to be faster in accessing data, create little or no network overhead and are generally simpler to build. Between these two extremes we can find hybrid GUIs. For example, a centralized visualization interface might cache only common queries and request others on demand (e.g. Periscope). 

· Flexibility vs Usability -GENI users should be able to have as much control as possible over the configuration of I&M services dedicated to their slice. In several instances it might be hard (or impossible) to identify a single set of parameters that satisfies all experimenters. GUIs can be designed to provide great flexibility (e.g. by permitting users to select what is to be displayed, how it should be displayed, or providing an interface to all sorts of configuration parameters). Expert users certainly appreciate having great flexibility, but even experts expect sensible defaults to be defined. On the other hand, non-expert users might be overwhelmed with too many options, reducing the GUI’s usability and users’ overall experience. Having different views (e.g. normal and advanced) with varying levels of complexity can be a conciliatory bridge between flexibility and usability. 

· Common graphical layouts and visualization aids -[There are established ways of presenting some types of data (e.g. utilization as line/area graphs with out and in directions overlayed, one-and two-way latency tests as scatter plots, measurement meshes results in 2D matrices). GUI developers should recognize de facto standards and try to follow them. Visualization aids are commonly provided through geographical maps, network topology diagrams, etc.] 

Documentation? 
The GENI I&M Architecture draft includes a Measurement Analysis and Presentation (MAP) Service. Many of the GUIs discussed in this section fall into this category. In contrast, network monitoring frameworks that take a middleware approach (e.g. perfSONAR) tend to view this type of service as users of the framework, sitting in a higher (external) layer. There are clear benefits of including this type of service in the architecture definition (e.g. it enables the main purpose of this section, namely to identify requirements and guide user expectations regarding GUIs). However, careful attention must be paid to the place of these services within the framework and the issues that arise. 

One possible concern regards the substitutability of API functionality of other components through GUIs. For example, the API for a Measurement Point Service might define Start/ Stop methods through a Web Services interface. If a GENI I&M system provides a GUI that allows the user to Start/Stop the MP, must the MP implement the same functionality (through the Web Services interface) to be considered compliant? Consider now the more complex example of GUIs that are the sole interface to a given dataset. Data might be pushed or pulled into a local (or remote) database which is then accessed by the GUI to display the data to the user (e.g. MRTG+Cacti). The data is clearly available to the experimenter through the GUI, but must it also be available through the defined MDA interface? Would it suffice for the GUI to be able to export the raw data in a give format (e.g. through HTTP file download)? 

The access of GUIs to data raises very important issues regarding authentication and authorization in GENI. All of the GENI facilities must employ security mechanisms to ensure privacy and policy constraints are met. If a GUI has direct access to data, the GUI must likely employ the similar (same?) mechanisms as required on an equivalent MDA. On the other hand, if the GUI accesses other I&M services on demand to retrieve the d ata to be displayed, the GUI should allow the user to authenticate itself. In this case, should the user authenticate itself with the GUI, which is then trusted by the other services [this might make sense when the GUI is deployed as part of the I&M system]? Or should the GUI relay the authentication to the services by asking the user for its certificate (and password)? Both cases raise trust issues with the GUI themselves. 

Finally, we address the discovery of and access to the GUI themselves. Some GUIs will likely act as services of the I&M systems (i.e. deployed within the system, maybe with direct access to data), and as such should likely be discoverable as any other service of I&M system (e.g. by registering to a Lookup Service). Open issues include determining the necessary information to register in order to meaningfully describe the GUI and its capabilities. Also, it is expected that many GUIs will be developed through the years by GENI users. GENI should likely provide an archive/repository to make these GUIs available and easily discoverable by the larger GENI community. Is this repository a centralized location (maintained by GENI) or just a Lookup Service pointing to the remote locations where the GUIs can be found? 

6 Measurement Traffic Flows

Consider: 

IP network
Layer 2 (VLAN) connections

Discuss:

Which protocols are active
Access to resources in aggregates, even when resources are in private address space, via GWs or proxies
How to provide authentication and authorization
How to provide QoS to protect measurement traffic
How to provide QoS to protect other traffic when measurement traffic is large.
Reserve bandwidth?

Martin on 6/28: Consider XSP (extensible session protocol) to provide transport layer GW functions. 

6.1 GENI Environment

GENI basics:


Includes infrastructure from a wide variety of  Aggregates 


Resources from any of these aggregates can be included in a Researcher’s slice.

GENI backbone networking resources:


Currently provided by Internet 2 and NLR.


Including both IP backbones, and Layer 2 (VLAN) services.  


Addresses on the IP backbones are not always reachable from the Internet.

GENI control and experiment traffic:


Control traffic is carried by the Internet and/or Internet2 and NLR backbones, so that a Researcher can setup experiments on GENI, while located at any site, without the need for special network access.   


Question:  Does this mean that Aggregates and other GENI resources connected to Internet2 or NLR must have publically reachable addresses?  Or that the Researcher in this case must have access to the Internet2 or NLR backbones?


Experiment Traffic may be carried on a Layer 2 (VLAN) connections, setup as part of a Researcher’s slice, to carry traffic between the included Aggregates.


Layer 2 (VLAN) connections are carried by arrangements of Ethernet switches and/or tunnels. 


Some Experiment Traffic may flow to or from the Internet.


This is consistent with current ProtoGENI practice.

GENI Aggregates:


Some (or possibly most) of the Aggregates will have their resources (hosts, etc.) connected via private address space.  They will not be directly reachable from the Internet, or Internet2 or NLR backbones.


Experiment Traffic carried by a Layer 2 (VLAN) network connection into the Aggregate will be able to connect with hosts, etc., in their private address space.


The Aggregate Manager is expected to have a public (or reachable) IP address, so that the Researcher can send messages to reserve resources, etc.  In turn, it will interact with the hosts.


Some arrangement will be necessary for the Researcher to login to an assigned host in the private address space to load code, etc.  


Assume:   Researcher can login to a host in the private address space using an SSH Proxy, provided as part of the Aggregate, which has a public (or reachable) IP address.  


Assume:   Researcher, once logged-in to a host,  can use SCP to download code from a repository with a public (or reachable) IP address to a host.

Currently, the GENI infrastructure has defined a Control Plane and an Experiment Plane.
This separation of Control and Experiment Planes is intended to prevent experiment traffic from affecting control traffic, no matter what the nature of the experiment traffic.

This separation of Control and Experiment Planes is consistent with substrate implementations where servers have two NICs:  one for  Control (IP) and one for Experiments (Layer 2, typically VLANs).  For example, this is the approach used in ProtoGENI.
6.1.1 Control Traffic

The GENI Control Plane uses an IP network, carried via a GENI backbone implemented on I2 and/or NLR, with public IP addresses, that should be reachable from the Internet.  

It is expected that a GENI researcher can connect into the Control Plane via the Internet.
Each GENI site is expected to have a good connection to the backbone, without any significant bottlenecks, and the backbone is expected to have high capacity and low latency.
Control traffic to and from each site to the backbone is expected to be given the highest priority, so that no other traffic can affect it, e.g., a large flow of experiment traffic cannot block the control traffic required to manage an experiment.   

6.1.2 Experiment Traffic

The GENI Experiment Plane uses a switched Layer 2 network, with Layer 2 connections switched within and between aggregates, and carried via a Layer 2 GENI backbone implemented on I2 and/or NLR. 
The use of Layer 2 connections allows experiments to use a Layer 3 protocol that is not IP.
In many cases, the Layer 2 connections will carry a multi-point VLAN dedicated to a slice/experiment, interconnecting the aggregates/components assigned to that slice/experiment. 

The use of a VLAN to interconnect the aggregates/components assigned to a slice/experiment, permits access to aggregates implemented with private IP addresses (assuming that the private IP  addresses in multiple aggregates do not overlap).
Furthermore, a slice/experiment will have access to the Internet via a VLAN, to allow for various “at scale” experiments.

Each GENI site is expected to have a good connection to the backbone, without any significant bottlenecks, and the backbone is expected to have high capacity and low latency. 
Experiment traffic to and from each site to the backbone is expected to be given a lower priority than control traffic, so that experiment traffic may be affected (disrupted) by control traffic.
Furthermore, it is possible that experiment traffic from one experiment may affect (disrupt) experiment traffic from another experiment.  

Management of the QoS for traffic from multiple experiments is still under study.
6.2 Measurement Traffic Carried with Control Traffic

The MD traffic flows are expected to include both incremental blocks of data (streams), and occasional large file transfers (bulk transfers).  

MD traffic flows (streams or bulk-transfers)  will be transported between I&M services by a defined GENI Measurement Plane.

GENI Measurement Traffic:


The flow of GENI Measurement Traffic (the “measurement plane”) has not yet been defined.


We have two obvious choices:  Internet, or Internet2 or NLR backbones, like Control Traffic;  or an assigned Layer 2 (VLAN) connection like Experiment Traffic.


Some Measurement Traffic will flow between the Researcher and the I&M services, like Control Traffic.


Some Measurement Traffic will flow between I&M services, like Experiment Traffic.


If we require a Layer 2 (VLAN) network connection for Measurement Traffic, it is another complication in setting up I&M services.


Assume:  Carry most (if not all) Measurement Traffic like we carry Control Traffic, via Internet, or Internet2 or NLR backbones


Assume:  When an I&M service is in an Aggregate with private IP addresses,  include proxies (or other access servers) to allow the necessary access.


Assume:  Some measurement traffic may be carried via a Layer 2 (VLAN) network connections, but preferably implemented by a tunnel arrangement,  to avoid the need for Ethernet switches


This approach is summarized in Fig 3-1.

6.2.1 When Server has a Public (reachable) IP Address

Option 2:  Carry all MD traffic flows using the same IP network that supports the Control Plane.

Where an I&M service, e.g., MP, MO or MAP, is built on a server with two NICs, these flows would use the NIC normally used for control traffic. 
The MD traffic flows are expected to include both incremental blocks of data (streams), and occasional large file transfers (bulk transfers).  

If the MD traffic flow rates are not too high, this should not burden the access from an aggregate/server to the Control Plane.  

How can the rate be set and controlled to carry the necessary MD traffic and still avoid disrupting the control traffic?  

Furthermore, large bulk transfers must be broken up, so as not to burden the access from an aggregate/server to the Control Plane.  

  How can this be done?
Assume:  Once the traffic reaches the GENI backbone, it can be carried without affecting other traffic.

6.2.2 When Server has a Private (non-reachable) IP Address

GENI Measurement Traffic Proxies:


Proxies are required when the desired I&M services are located in an Aggregate that uses private IP addresses.


Several proxies are required, depending on the underlying protocol.


Authentication and authorization must be managed by the GENI Control Framework (CF).  Is is assumed that this is done by “dropping keys or credentials” into appropriate services.


The suggested proxies are shown in Fig 3-2.


SSH Proxy


HTTP Proxy


VPN Access Server, to provide a tunnel between two Aggregates.

6.3 Measurement Traffic Carried with Experiment Traffic

Option 3:  Carry most MD traffic flows using the same IP network that supports the Control Plane, but for high-rate MD traffic flows, define a dedicated measurement VLAN for the slice/experiment, using the same Layer 2 network that supports the Experiment Plane.

Where an I&M service, e.g., MP, MO or MAP, is built on a server with two NICs, these flows would use the NIC normally used for experiment traffic, and would follow a VLAN to the other services. 
It is possible that the measurement traffic could affect (disrupt) experiment traffic from another experiment, or vice-versa.  Management of QoS would be helpful, but is still under study.
7 Schema and Protocols for Measurement Data (MD) Packet Flows and File Transfers

Interfaces between measurement services

Protocols for MD flows
Schema for MD
7.1 Range of Schema and Protocols

Interfaces between measurement services

Protocols for MD flows
Schema for MD
Suggested at GEC6 meeting:  Common schema for MD.  
Goal:  MD follows common schema after it leaves the MP service

Issue:  Is there only one common schema, or are at least a limited number of types?

Consider  OGF schema being developed in OGF NM WG (Swany, Univ Delaware, 1788)

See IMF project (Dutta, NC State, 1718)
See Data-intensive cloud project, using Amazon S3 resources (Zink and Cecchet, UMass Amherst, 1709)
See recent DatCat project at http://www.datcat.org/ that provides a catalog that indexes Internet measurement data, which you can then find, annotate, and cite.  (Klaffy, DAIDA)

See Crawdad project at http://crawdad.cs.dartmouth.edu/  (Kotz, Dartmouth)

Schema includes:

File or stream identifier

Annotation, or meta data

Measurement data

File or stream identifier:
Data record identifier

Slice, owner, encryption

Also experiment, sub-slice, and/or run identifiers, as provided by researcher

Access rules, privacy

Issue:  How is this done in a streaming situation?

Annotation, or meta data:
Source, e.g., specifying a monitor link on a VLAN;  requires identifiers for nodes and links

Anonymization?

Lifetime?

Additional processing functions applied, by which service, when, etc.

Provenance record?
Type of measurement data:

Type 1:  Data with timestamps

Type 2:  Logs or events with timestamps

Type 3:  Memory or table dumps

Measurement data, type 1:

Known mappings

Data values, timestamps

Error estimates

Filters applied

Start, stop triggers;  start, stop times, without or with gaps

Specified triggers and actions, recorded within data.
Standardized interfaces between measurement services
A measurement service may implement one or more standardized interfaces

Interfaces must be bound together when measurement services are assigned to a researcher/slice.

MD flows are transported between measurement services using GENI Measurement Plane  (see  Section 8)

Classifications:
Pt-to-pt vs pt-to-multipoint

Push vs pull
Stream vs bulk transfer

Disconnected operation expected, or not.

Streaming data 
One case being defined in IMF project

Streaming protocols?

Flow control?

Setup, verify, start, pause, stop, repair

Bulk-transfer of data

Access protocols to pull data:  snmp;  ssh

Web services (SOAP, WSDL) 

File transfer protocols:  scp;  ftp

Setup, verify, start, pause, stop, repair
Measurement data, type 2:

Measurement data, type 3:

Consider measurement data schema and/or metadata schema from:


perfSONAR


GMOC-provided


Current OML


Proposed using IPFIX


NetCDF (as used by DI Cloud)

7.2 Option 1:  Bytes of MD via SNMP  (Instrumentation Tools, GMOC)

Interfaces between measurement services



b)  Pull with repeated transactions via SNMP



Like Instrumentation Tools:



MC Srvc  gets data from  MP Srvc via SNMP



Emulab (ssh) key distribution mechanism used to authorize MC to get data from MPs



Restricted to one site?



Same as (a).  

7.3 Option 2:  File of MD via SCP, FTP or 3rd-party FTP

5)  Measurement Data File Transfers



a)  Define a basic method to push or pull files, using HTTPS, SCP or perhaps SFTP



Like DOR:



Interfaces to the MDA srvc include:  https;  scp or sftp



From another I&M srvc, MDA srvc can provide these basic functions:  put/update file;  get file;  delete file



 When file is first introduced, it is assumed that file contains type info (extension), metadata, and “file self description” info.  A wide range of files and associated metadata is permitted by the MDA srvc.



Each file is “owned” by a GENI slice and one or more users (operators/researchers)



MDA srvc allows the owner to specify who has read and/or write access to the file.



MDA srvc utilizes the mechanisms provided by the CF to authenticate and authorize users.



Assume:  CF drops public keys of authorized users into MDA srvc, so that:  presence of key indicates an “account” on the MDA srvc;   additional info indicates nature of access  (CNRI)

Interfaces between measurement services


5)  Measurement Data File Transfers



Meas Analysis Present Srvc running outside of OMF/OML.



 Can import directly from SQL DB



 EC can arrange to convert tables into graphs



Portal service to view

(CERN is using gridFTP to move terabytes of data between Tier 1 sites.)

7.4 Option 3:  XML-formatted MD via HTTP (perfSONAR)

Interfaces between measurement services

c)  Pull with repeated transactions via HTTP (HTTPS), can use HTTP proxy to traverse some site boundaries



Like perfSONAR:



Pulls data from MA srvc



All perfSONAR Messages 

  

addressed to each service at a service URL

  

formatted in XML using SOAP over HTTP

  

always a  Request and then a Response

  

(currently) no encryption

  

(currently) no authentication and authorization 

  

Each message follows perfSONAR schema, and contains;

  

message container

  

one or more one metadata elements

 

 zero or more data elements




But consider also Scalable Sensing Service and OnTimeMeasure:



Same as (a)?


4)  Measurement Data Flows



Pulls data from MA srvc, with these messages:



Echo Request – Not specific to measurement.  All services need to be able to respond to echo req


Metadata Key Request



Setup Data Request

Note:


All perfSONAR Messages 

  

addressed to each service at a service URL

  

formatted in XML using SOAP over HTTP

  

always a  Request and then a Response 
Also an interface that is pub-sub (push) [uses WS Notify].  

Looking at other data formats (e.g NetLogger, a compressed xml format, ..)  

Metadata is regular and extensible.  How it is encoded is a different issue.  

Looking at AMQ---advanced message queuing protocol---high perf pub-sub system.

Q: Pub-sub or not?  How to do authorization in pub-sub?  

Ivan: It is possible to do so.  Can constrain who can access the channel---broker can deny access to channel.     

Or can encrypt data and give keys only to auth subscribers.  Each channel has an id (channel name).  Whoever creates the channel owns it (likely the publisher).  Most systems use xmpp for pub-sub.

pub-sub will continue to grow in PerfSonar world.  

  

(currently) no encryption

  

(currently) no authentication and authorization 
Not completely true.  EU developent uses edugain based on Shib.   

  

(since Authentitcation Srvc (AS) not yet built or deployed)


Note:


Each message follows perfSONAR schema, and contains;

  

message container

  

one or more one metadata elements

 

 zero or more data elements

Perfsonar metadata format is extensible.
7.5 Option 4:  Tuples of MD via Custom OML Protocol over TCP  (OML)

e)  Push stream via TCP or SCTP; needs VPN Access Server (or VLAN connection) to traverse site boundaries
 




Like OMF/OML:   



Meas data is series of typed vectors, XDR coded, and then streamed from client to collection server using proprietary OML protocol, on top of TCP, over dedicated Control VLAN  



Considering using IPFIX instead of prop OML protocol;  IPFXI typically uses SCTP for transport



If path becomes disconnected from time-to-time. data is cached in Proxy Server FIFO, and then forwarded when path is reestablished

Interfaces between measurement services


4)  Measurement Data Flows



 Researcher defines measurement streams, gathering data samples and averaging, etc.



  Meas data is series of typed vectors, XDR coded, and then streamed from client to collection server using proprietary OML protocol, on top of TCP, over dedicated Control VLAN  



Considering using IPFIX instead of prop OML protocol;  IPFIX has many extensions, and typically uses SCTP for transport



If path becomes disconnected from time-to-time. data is cached in Proxy Server FIFO, and then forwarded when path is reestablished

* As we can model a tuple stream as an unbound table, we can support real-time (sequence of tuples) as well as offline (table where each row is a tuple). This also allows us to 'join & process' streams (e.g.  joining on the packet id and calculating the difference of timestamps of packet observations at the source and sink to arrive at a latency stream) as well as 'batch process' them (e.g. visualise results, deeper statistical analysis through tools like R)

* As the streams are defined and created by the sending entity, the instrumentation system can instrument itself and report that downstream. That's especially important if it becomes overloaded and needs to shed load (throwing things away, or simplify processing)

* What we need to agree on is the protocol (or format) of the streams and we propose to use IPFIX with some extensions (which are within the standard)  to make the streams more self-explanatory (essentially carry meta-data). (An alternative XML representation of an IPFIX dump is straight forward, if not already defined in an IETF draft, or we could adopt  OGF's NM-WG).

* IPFIX can be transported over many channels as long as they are reliable.

* This model still encompasses a service oriented view, where the 'processing node' (there should be a better word for it) can be requested to return, or produce data - again, viewing this as a table with a specific scheme. (Now this last point may look a bit like a cop out :) but I want the request to go through the normal authorisation framework we already have for operations on resources).

7.6 Option 5:  Tuples of MD via IPFIX over SCTP  (proposed for OML)

Interfaces between measurement services
IPFIX in experimental facilities

(21.Oct. 2010, T. Zseby)
In experimental research, measurement data provides the basis for the formulation of scientific results. It is crucial to agree on standard measurement methods and result data formats to be able to compare the outcome of experiments and to share data with others. Standardized formats simplify the development of tools (e.g., for data analysis) and allows the provisioning of reference data. 

The OneLab experimental facilities utilize and exploit approaches for data export and data selection, which are developed within the IETF working groups on IP Flow Information Export (IPFIX) and the former Packet Sampling group (PSAMP). 

The IP Flow Information Export protocol (IPFIX) defines a protocol to export IP Flow information from routers, measurement probes, or other devices. It provides a general data transport protocol that is easily extensible to also include further information elements like measurements of lower or higher layer information or aggregated measurement information. The IPFIX protocol can also be used to transfer packet information . IPFIX provides appropriate Information Elements for both IP versions, IPv4 and IPv6.

IPFIX supports a very flexible flow definition. A flow is simply defined by a set of packets with common properties. Many different attributes are supported to classify packets into flows. Flow records can be stored in an IPFIX file format. Furthermore, IPFIX supports encryption of the transferred data. The mandatory transport protocol for IPFIX is SCTP, which supports congestion control. Those features are essential for transferring results among different administrative domains in federated testbeds. We also expect that in future also standard routers will provide IPFIX data. With this data from experimental facilities can be compared to data recorded in other networks.  

Our Network Research group (NET) at Fraunhofer FOKUS has developed an OpenSource IPFIX Library, which is used and extended for the PlanetLab Europe packet tracking architecture.  Future plans include at use OMF for providing measurement configuration and to investigate possibilities to integrate IPFIX with perfSONAR.

IPFIX References

1. B. Claise (Ed.), RFC5101: Specification of the IP Flow Information Export (IPFIX) Protocol for the Exchange of IP Traffic Flow Information, Standards Track, January 2008 

2. J. Quittek, S. Bryant, B. Claise, P. Aitken, J. Meyer, RFC 5102: Information Model for IP Flow Information Export, Standards Track, January 2008 

3. Trammell, B., Boschi, E., Mark, L., Zseby, T., and Wagner, A. RFC 5655: Specification of the IP Flow Information Export (IPFIX) File Format, Standards Track, October 2009.
4. Zseby, T., Molina, M., Duffield, N., Niccolini, S., and Raspall, F. RFC 5475: Sampling and Filtering Techniques for IP Packet Selection, Standards Track, March 2009.
5. Zseby, T., Boschi, E., Brownlee, N., and Claise, B. RFC5472: IP Flow Information Export (IPFIX) Applicability, Informational, March 2009.
6. Quittek, J., Zseby, T., Claise, B., and Zander, S. RFC 3917: Requirements for IP Flow Information Export (IPFIX), Informational, October 2004.
7. Zseby, T., Kleis, M., and Henke, C. Packet Tracking in PlanetLab Europe - A Use Case. In Proceedings of International Conference on Testbeds and Research Infrastructures for the Development of Networks and Communities (TRIDENTCOM 2010), Berlin, 18-20 May 2010 (May 2010).
8. libIPFIX - http://net.fokus.fraunhofer.de/libipfix/
7.7 Option 6:  NetCDF-formatted files of data using LDM over TCP  (DICloud)



f)  Push high-bandwidth stream via TCP or SCTP, needs VPN Access Server (or VLAN connection) to traverse some site boundaries


Like:  Data-Intensive Cloud Control:


A large amount of radar data flows “in real time” from radar system, through ViSE server, to  Amazon EC2 and S3 resources, where it is collected and analyzed



Radar data follows NetCDF format.



Radar data flows to Amazon public IP address.  How is this done?  Push or pull?  Always as a file?  How?  Streamed in chunks?  How?



One option:  File transferred with ftp (or equivalent)



One option:  File transferred with OPenDAP, that uses http to transfer data that can be in NetCDF format.

Interfaces between measurement services


4)  Measurement Data Flows



A large amount of radar data flows “in real time” from radar system, through ViSE server, to  Amazon EC2 and S3 resources, where it is collected and analyzed



Radar data follows NetCDF format.



Radar data flows to Amazon public IP address.  How is this done?  Push or pull?  Always as a file?  How?  Streamed in chunks?  How?



One option:  File transferred with ftp (or equivalent)



 One option:  File transferred with OPenDAP, that uses http to transfer data that can be in NetCDF format.

Data transfer done using  LDM (local data manager) --- basically pub-sub over TCP.  Data chunked (a few hundred MBs).  

Starts with LDM server and queue at radar system

Also LDM manager and queue on vise server.  

Final LDM server and queue in cloud

Also  push data from final queue to archive in cloud

Each LDM server configured to connect to other server(s) via channel.  

Publisher LDM pubs chunks.  

Reliable.  

High data rate.  

7.8 Transformations of MD Schema

Being able to define an I&M schema would be great, but there are some practical problems with this approach that limit it (particularly as time goes on).  A basic goal of the I&M framework should be to make it easy for data providers (e.g., instrumentation device designers, experiments who implement custom instrumentation devices, etc) to supply data to other entities.  Supplying data for their own needs is generally fairly easy, but I believe we also want to encourage them to make as much of their data as possible (within legal and ethical limits) to be public – other users may find value in the data from an experiment (or some set of experiments in combination) that the original data providers did not envision, and this is only possible if the data is available (and can be found, of course, but that is mostly a different problem).  Based on past experience, data providers tend to make data available to others when it is easy to do so, and the requirement to meet standard formats is seen by many data providers as a burden that they choose to ignore (i.e., they don’t make the data available to others if it requires any effort on their part).

This approach has been used successfully in other areas, including a variety of scientific domains.  For example, in the early 90s there was an international effort to provide data centers to which scientist could submit their data from individual studies of environmental contamination in the Arctic region.  By the mid to late 90s the United States has contributed no datasets, primarily due to data format issues (the data centers had data formats, and the scientists in the US had no reason to spend the time to format the data in the required formats).  A transformation library approach was applied at two of the data centers, resulting in a substantially simplified data submission process, with the result that US scientist began contributing their datasets (as it required almost no additional effort on their part).

We face a similar challenge in GENI, where we have lots of data providers, and some data aggregation/collection systems (both in real time and for archival purposes). 

Adding transformations to the GENI I&M infrastructure

· Likely to have lots of different data providers, not all of which will have same schema.  This is particularly true when experimenters implement new instrumentation methods.

· Likely to have lots of data consumers, not all of which will have same schema

· Even if we agree on a schema today, some new requirement (device, data, frequency, format, statistical analysis, etc) tomorrow may (probably will) require changes to the schema

Approach to this is to embed transformation capability into the framework (probably at the collection points).

· Acceptable format gets null transformation

· Transformable format gets transformed

· Ability to add new transformations when necessary

Some advantages of this approach

· Schema changes/upgrades (don’t all have to upgrade at one moment, as the transformation can handle this)

· New data providers (don’t have to have them fit our format – they give us what they have, and we manage the transformation to what we need).  We therefore reduce the burden placed on data providers and encourage them to make their data available.

· Data providers sending data to multiple consumers (collection points).  Provider sends its native data format and collection points transform to their desired format.

· Can also be applied to metadata (at least to provide some automated metadata in the case of missing

· We can reduce some duplication of effort – once someone in the GENI world writes an A( B transformation, there is a good chance no-one else has to (if we implement the transformation capability carefully)

To some extent we’re doing this informally at some locations (GMOC, for example), but if we build this capability into the I&M infrastructure we can benefit across the GENI project (e.g., transformations written by GMOC can be applied at DOR, or vice versa)

8 Schema and Elements for Measurement Data Object Descriptors (MDODs)
8.1 Measurement Data Objects (MDOs)
In GENI, there are several types of MD Objects (MDOs), including:

a) Flows and streams

b) Directories and files

c) Persistent digital objects  

d) Data structures accessed by querying a data base
e) Data structures accessed through a web portal GUI
For example, measurement data (MD) flows and streams are defined in the following MD protocols/schemas:

a) OML

b) IPFIX

c) perfSONAR

When a time period is applied to a MD flow or stream, an MD file can be produced.
MD directories and files are associated with a wide variety of MD protocols/schemas.
Some MD files will be stored within GENI, or outside of GENI, as persistent digital objects.  Typical arrangements for storing persistent digital objects are outlined by the following projects:

a) DatCat

b) DataCite

MD data structures can also be accessed by querying a data base, or through a web portal GUI. 
8.2 Measurement Data (MD) Object Descriptor

In GENI, each MD Object (MDO) has an associated MD Object Descriptor (MDOD) that includes information such as:

a) Identifiers

b) Locators

c) Object type (e.g., flow, stream, file,…)

d) Measurement data schema

e) Subject

f) Annotation

g) Owner/creator
h) Previous holder(s)

i) Current holder

j) Policies for the sharing or disposal

The MDOD has often been termed “metadata”.
8.2.1 Uses

Measurement Data Object Descriptors (MDODs) are used in many places within GENI, including:

a) As a Measurement Data Object (MDO) is created within a slice by the slice owner/experimenter/service provider/operator.
b) As a Measurement Data Object (MDO) is transferred from the slice of one owner/holder to the slice of another holder.

c) After a Measurement Data Object (MDO) has been received by a new holder into their slice.

d) As a Measurement Data Object (MDO) is transferred from the slice of one owner/holder into a measurement data archive.

When a Measurement Data Object (MDO) is created within a slice by the slice owner/experimenter/service provider/operator, the associated MDOD is created at the same time andincludes:

1) Identifier and Locator elements, for finding the MDO.

2) Object Type and Measurement Data Schema elements, for interpreting the MDO by programmatic means.
3) Other descriptive elements, e.g., Subject, to facilitate searching for MDOs, by searching the MDODs.

4) Annotation elements, added by the owner/experimenter/service provider/operator to provide “standardized lab notes”, for keeping track of the many (even thousands) of MDOs generated within an experiment, or during the operation of some infrastructure.

5) Policy elements, to specify how the MDO can be shared or disposed.

When a Measurement Data Object (MDO) is transferred from the slice of one owner/holder to the slice of a second holder, the associated MDOD:
1) Is used by the first holder/owner to register the MDO with the Measurement Information (MI) service, to allow others to find and request the MDO.  For example, this may follow the perfSONAR method.
2) Includes Policy elements that are used by the first holder/owner to guide whether they transfer the MDO to another holder, or not.

When a Measurement Data Object (MDO) has been received by a new (second) holder into their slice, the associated MDOD:
1) Is updated as necessary by the new holder, e.g., the Locator elements are typically changed and a new Holder element is added.  

2) Additional Annotation elements may also be added by the new holder.

3) Otherwise, the MDOD is not changed, and thus it represents the provenance of the MDO.

4) Otherwise, the MDOD is used in the same manner as the previous owner/holder. 
When a Measurement Data Object (MDO) is transferred from the slice of one owner/holder into a Measurement Data Archive (MDA) as a Persistent Digital Object (PDO), the associated MDOD:
1) Is updated to include the Identifier element for the Persistent Digital Object (PDO) placed into the Measurement Data Archive (MDA).  

2) Is used to formulate the descriptor that is also placed into the MDA along with the PDO.

3) Is used to formulate the policy for transfer/disposal that is also placed into the MDA along with the PDO.

8.2.2 One Data Model

In GENI, all MD Object Descriptors (MDODs) follow one data model.

Within the data model, certain elements/fields are Mandatory, while others are Optional.

The descriptors associated with accepted GENI schemas and protocols for transferring MD flows or file transfers must be mapped into the GENI MD Object Descriptor data model.  Examples include:

a) OML

b) IPFIX

c) perfSONAR  (defines certain network measurements, identifies source and/or point of measurement, and stores time, value pairs)

d) NetCDF

8.2.3 Multiple Schemas

The MD Object Descriptor (MDOD) data model is reflected into multiple schema for use in different parts of GENI.  For example, a file schema can be used within a GENI I&M service to keep track of local MDODs.  Another schema can be registered with the MI service, so that experimenters can locate MD objects, such as flows from a perfSONAR compatible node.

It must be possible to map information from the GENI MD Object Descriptor data model into descriptors for MD objects being archived outside of GENI, using accepted schemas like those used by:

a) DatCat

b) DataCite

8.3 MD Object Descriptor Data Model

In GENI, each MD Object (MDO) has an associated MD Object Descriptor (MDOD) that includes information such as:

a) Identifiers
b) Locators

c) Object type (e.g., flow, stream, file,…)
d) Measurement data schema
e) Subject
f) Annotation
g) Owner/creator
h) Previous holder(s)

i) Current holder
j) Rules for the sharing or disposal
Certainly, this data model may be applicable to GENI in areas outside of I&M. Furthermore, certain descriptors will be made mandatory, while others optional depending on the GENI sub-system using this data model. 

8.3.1 Vocabulary

Wherever applicable, the definitions of elements should follow thi reference: http://dublincore.org/documents/dces/ 

8.3.2 Identifier Elements
All MD Objects (MDOs) are assigned a unique identifier, unique within a particular slice or globally unique. 

Additionally, when MDOs are archived, a persistent identifier is assigned for long-term access to objects.

Also, a locator for the MDO is provided, such as a path or url.
If the MDO is a member of a collection of objects, this should be explained.
If the MDO includes multiple sub-objects, this should be explained.

Identifier  (type, value)

Mandatory

Locator  (type, value)

Mandatory

[Collection (member of):  type;  name;  index] ---

Optional

[Structure: (where object includes multiple sub-objects)






Sub-object x descriptor:




(repeat above)



Sub-object y descriptor:




(repeat above)









]  Optional
8.3.3 Interoperability Elements:

These elements identify and perhaps reference specifications that identify the assembly (or schema) of the MD Object for services to understand and parse the object without the need for human intervention. 
Wherever applicable, existing standards and structures, e.g., OML, IPFIX, perfSONAR model, NetCDF, etc., should be re-used and perhaps referenced.

For instance, if an MDO is packaged and transferred in compliance to IPFIX, then potential services receiving such object should have proper indication of the same. 
Similarly, if a MD Object is streamed via SFTP, potential services receiving such object should have knowledge of the same. 
Object type:  flow  |  file  |  directory  |  data base  |  GUI  |  digital object   
Mandatory
Measurement data schema:  template;  names;  parameters;  types


Mandatory
Size:  (type, value)

Optional
Encryption:  (type, owner)

Optional

8.3.4 Discovery Elements 

These elements identify and describe the MSD in a generic fashion that enables its discovery both within and outside of the context of GENI. 
Common subjects include the title of the MSD object, general description of the MSD, context of its creation, GENI relevance, etc. Provenance information to capture the source, when and who should also be included.

Subject:  what;  where

Mandatory
Time:  when 
Optional
Keywords 
Optional
Description 
Optional
GENI-specific elements:  (services;  identifiers;  slices;  experiments;  runs)  

Mandatory
Owner/creator:  (slice;  experiment;  run;  when;  who;  contact;  processing;  annotation)    Mandatory
Previous holder(s):  (slice;  experiment;  run;  when;  who;  contact;  processing;  annotation)  Optional
Current holder:  (slice;  experiment;  run;  when;  who;  contact;  processing;  annotation)  Mandatory
Last modified:  (date;  time;  contact)  Mandatory
8.3.5 Administrative Elements:

These elements capture the policies and rules governing the transfer, disposal, and sharing of data. While data accompanied with metadata may provide the associated policies, it becomes the responsibility of the Services (parties) involved in such activities, e.g., transfer, to comply and act in a trusted fashion. Trust and proper enforcement of policies is outside the scope of metadata. Trusted parties also capture required audit trail details here.
Licenses:    Optional
Private information:  type;  mitigation;  responsibilities

Optional
Transfer rules:

Optional
Disposal rules: 

Optional
8.3.6 Mapping into Descriptors from GENI MD Schemas
The descriptors associated with accepted GENI schemas and protocols for transferring MD flows or file transfers must be mapped into the GENI MD Object Descriptor (MDOD) data model.  Examples include:

a) OML

b) IPFIX

c) perfSONAR  (defines certain network measurements, identifies source and/or point of measurement, and stores time, value pairs)

d) NetCDF

How is this done?
8.4 MD Object Descriptor Schemas

The MD Object Descriptor data model is reflected into multiple schema for use in different parts of GENI.  

8.4.1 File Schema

This schema is a file that can be associated with a MD Object (MDO) within an I&M service.
XML format?  Like perfSONAR?

8.4.2 MI Registration Schema

This schema results in an XML file that can be registered with the MI service, so that experimenters can locate MD objects, such as flows from a perfSONAR compatible node.

It should be similar to that used in perfSONAR, but with additional information.

8.4.3 Archive Schema

It must be possible to map information from the GENI MD Object Descriptor data model into descriptors for MD Objects being archived outside of GENI, using accepted schemas like:

a) DatCat

b) DataCite

9 API’s and Protocols for Using I&M Services

9.1 Discover Resources and Assign Slivers to a Slice for I&M Services

Discovery, authorization and assignment of I&M services (resources) to a researcher/slice, done via GENI CF interfaces, protocols and APIs.  All traffic is carried in the GENI Control Plane.
Expect many I&M services to be based on a standard configuration, with a sliver dedicated to the researcher, which can then be customized

After authorization, CF assigns I&M sliver to researcher/slice, and then configures it, i.e., installs keys, so that the researcher can access it to configure, program and manage it.

Discovery, authorization, assignment and binding of resources to a slice is done from Experiment Control service (tools), via GENI CF interfaces, protocols and APIs

In a similar manner, discovery, authorization, assignment and binding of GENI I&M services to a slice, is done from Experiment Control service (tools) (including Measurement Orchestration service), via GENI CF interfaces, protocols and APIs

Expect many I&M services to be based on a standard configuration, with a sliver dedicated to the researcher, which can then be customized

How is an I&M service standard configuration maintained and provided?  

Provided as a load for a  server or VM, that is then assigned to a slice/experiment?

How is this load customized?

How is the customized load stored and recalled?

Preferred:  Each aggregate should include servers;  VLAN switches;  I&M services.

Binding is required to “connect” or “stitch” the I&M services.

This may involve finding a path from one service to another, and setting up a connection between services.  If this process cannot be completed, then different services may need to be assigned.
9.2 Configure and Program Slivers for I&M Services

Researcher via Experiment Control service (tools) loads standard or customized software images for experiment.

Uses CF and/or ssh into target sliver, with keys loaded during assignment.  All traffic is carried in the GENI Control Plane.

9.3 Manage I&M Services

Researcher via Experiment Control service (tools), including MO service, manages the setup and running of I&M services
Protocols for researcher/experiment control tools to access APIs, include:

Xml-rpc
web services (SOAP, WSDL)

APIs for setting up and running I&M services

APIs for MP services

APIs for MC services

APIs for MAP services

APIs for MDA service
All traffic is carried in the GENI Control Plane.

Interfaces between researcher/experiment control tools (including MO service) and I&M services for coordination of services

Messages to coordinate services and report events

Functions such as start, stop, reset, reboot, checkpoint.

As done in OMF/OML, via “Control VLAN”

Content of messages?
Protocol of messages?
Use of Pub/Sub to route messages, as done in OMF/OML using pub/sub service based on XMPP?

All traffic is carried in the GENI Control Plane.

Issue:  Should a common message exchange service be established in the GENI Control Plane, such as a pub/sub service based on XMPP?

3)  Manage Services 



Via HTTP to all srvc’s, with APIs based on REST.  

Most instrumentation services follow the following steps: (1) request, (2) measure, (3) process, (4) transport, and (5) retrieve. A user of the instrumentation service will request certain measurements, which results in the provisioning and configuration of measurement probes. The probes generate a set or a stream of measurement data which may be further processed and potentially transported to a different location. Finally, the results of the requested measurements are stored in one or more repositories from which they can be retrieved and/or queried by authorized users, tools and services, either immediately (real-time) or at a later time (history).

Depending on usage scenarios and objectives, several different architectures for instrumentation and measurement can emerge.  Current GENI instrumentation projects leverage a number of popular tools to construct their service. For example, the Scalable Sensing Service (S^3) project [S3] implements "sensor pods" (measurement points) as cgi scripts accessible through any web-server that supports cgi. Boa, a light-weight open source web-server, is currently used.  Therefore, starting/stopping the sensor pods is simply accomplished by starting and stopping the server.  This framework enables convenient third party measurements; that is, measurements between two nodes can be initiated by a third node.  Periodic measurements are configured as "cron" jobs on the sensor pods.  A sensing information manager ensures the liveness of the service using vxargs. The sensing information manager also collects the measurements from the sensor pods using rsync, and stores them in a data store [S3].

In contrast, OML [OML-TridentCom,OMLwiki] takes a distributed stream-based approach. Probes are assumed to produce a stream of measurement tuples which are streamed through a configurable set of filters and caches to a repository. The repository, like S^3, provides a web service interface allowing users and other services to retrieve the results (pull mode). However, users/services can also directly subscribe to a stream for operation in push mode. OML is integrated into the OMF control framework to simplify configuration of the entire distributed setup, as well as provide to support for "steerable" experiments, where the orchestration of an experiment can be influenced by the simultaneously collected measurements.

Another instrumentation service currently in GENI is perfSONAR, which sits somewhere in the middle. Various distributed monitoring services are "wrapped" into individual web services called "Measurement Points" (MPs) which return their results using the Open Grid Forum's Network Measurement Working Group (NMWG) XML schema. A set of other services, such as the Measurement Archive, Lookup, Authentication, Topology, Transformation, and Resource Protector provide a comprehensive suite of services.  perfSONAR is migrating to Representational State Transfer (REST), viewed as a lighter-weight service-oriented architecture over existing web service technologies, e.g., SOAP. XML-RPC and SNMP are also leveraged in several current measurement projects.

9.4 Register Availability of MD

Researcher observes I&M services , e.g., checks status or views MD

6)  Register I&M Service



Each MA service registers with LS service



homeLS registers with globalLS



globalLS updates other globalSL



LS Register Request



LS Deregister Request



LS Keepalive Request



Also, operator (?) registers topology information, with these messages:



TS Query Request 



TS Add Request



TS Update Request



TS  Replace  Request
Being changed to make it better.  

Introducing another level in hierarchy.  Going from home LS to global LS wasn’t part of original design.  Now can accommodate arbitrary levels of hierarcy.  

Moving to REST.  

Also changing topology schema.  

Unification of lookup service & topology service.  

An API shields discovery from clients (don’t  have to know how many LSs to talk to before finding service).  

Similar to DNS.  Can add new services (define new name space).  

Jim: Authentication and Auth---user management system.  Lots of way of doing it.  Who is going to do it?  

9.5 Discover Availability of MD and Start MD Packet Flow or File Transfer

Researcher observes I&M services , e.g., checks status or views MD

7)  Discover I&M Service and Establish Meas Data Flow



Client can discover service and gain access to data using these messages:



LS Query Request - XQuery



LS Query Request – Discovery



LS Key Request
9.6 Observe I&M Services and Examine MD

Researcher observes I&M services , e.g., checks status or views MD
Protocols for researchers (also administrators and operators) to observe running services, etc., including:

web GUI
8)  Conduct and Observe Experiment



Experiment Portal early prototype



Each experiment results in a separate page containing all the experiment related information (script, parameter, resources used, time) as well as a pointer to the measurement database.



  Where?

Portal to various measurement collectors

Every aggregate has a measuremet controller.  

Portal has links to each of the MCs.  

Can click to any MC.  


8)  Conduct and Observe Experiment



GUI types on MAP srvc includes:


 active Service



 GMAPS



acad (Java-based visualization)



E2EMon  (link monitoring)



ESNet  (domain utilization)



trace  (traceroute visualization)



perfAdmin  (CGI script to locate and manage perfSONAR services and data)



perfER GUI  (displys the results of pingER testing)



perfSONAR-BUOY (displays the results of latency and bandwidth testing)
10 Measurement Orchestration (MO) Services

Expected to be part of Experiment Control service (tools)
Goal:  Independent of CF

Is this a service within the Experiment Control Service (tools)  with a particular API?

What is the nature of the API?

Expected to be driven by a scripting language – to coordinate measurement process

What features are required in language?

What features are desired in language?

Best current example:  OML in OMF (Ott and Gruteser, NICTA and WINLAB/Rutgers, 1660)

Consider:  workflow description languages (www.gridworkflow.org)

Expected to call APIs for setting up and running I&M services

APIs for MP, MC, MAP and MDA services

Expected to support protocols and messages for coordinating I&M processes , as done in OMF/OML, via Control VLAN

Pub/sub based on XMPP used in OMF/OML  (Ott and Gruteser, NICTA and WINLAB/Rutgers, 1660)
11 Measurement Point (MP) Services

11.1 Functions

Includes:  instrumentation (sensors) to tap into a network and/or systems, links and/or nodes

Captures measurement data, and provides necessary caching

Filters as necessary, to capture only essential data.  

Always an issue:  capturing all data often leads to very, very large amounts of measurement data, that is impractical to store and/or transport.

May also map data relevant to a  particular slice/experiment, i.e, identify packets from a particular source

Formats data using a standardized schema

Responsible for accurate and complete use of the schema

Responsible  for making accurate timestamps
11.2 Types of MP Services

Expect a wide range of MP services

Options include:

MP embedded within experiment code, provides exactly the measurement data desired

MP associated with a testbed resource (e.g, VM server or network switch), that provides measurement data to be shared by many slices/experiments/researchers.

MP associated with a testbed resource (e.g, VM server or network switch), that provides measurement data for a particular slice/experiment/researcher, often using a virtualized resource.

Preferred:  MP embedded instrumentation, since data is accurate and is easily identified, but must not be intrusive.

Preferred:  When MP includes a specialized sensor, use a general-purpose server to gather and process measurement data.
11.3 Gathering Measurement Data from Instrumentation (Sensors)

Options for gathering measurement data from instrumentation (sensors):

Pull (poll) data using protocol such as SNMP

Pull (poll) data using protocol such as ssh and a client for an API

Receive traps (messages) from an entity

Gather logs or tables from an entity

Receive data via a flow mechanism ?

Receive data via a pub/sub mechanism

11.4 Types of  Instrumentation (Sensors)

Options for instrumentation (sensor):

Passive tap, just gathers data

Active probing, injects signals to  understand the state of an entity, i.e., transit time through a network

Instrumentation (sensors) that tap into network and systems

 Often provide only basic signals, which must somehow be filtered and identified for a particular slice/experiment.

Link sensors - deployed on network links via taps, provide basic link signals

Issue:  Require monitor links into VLANs for link sensors.

Preferred:  Link sensors could be general purpose servers with measurement software

Preferred: Programmable systems connected to sensors, e.g., DAG appliance, which transforms basic signals into data suitable for more standard analysis, e.g., framing and flow export.

Node sensors - deployed on all systems connected by links

Provide basic utilization/state/configuration data of servers and VM containers

Provides useful forensic data, i.e., dumps
12 Time-Stamping MD

Almost all of the measurement data must be time-stamped in the MP service.

Accurate time stamps are almost always essential

Options for determining time:

Network Timing Protocol (NTP),  accuracy within a few ms (fair)

GPS, accuracy within ? (best)

New:  IEEE 1588 Precision timing Protocol

Proposal:  RAD clock

13 Measurement Information (MI) Services
Programmable system that collects, combines, transforms and caches measurement data

Expect wide range of options to collect measurement data

14 Measurement Collection (MC) Services

Programmable system that collects, combines, transforms and caches measurement data

Expect wide range of options to collect measurement data

Expect wide range of options to combine measurement data

Expect wide range of options to transform measurement data

Preferred:  Use general-purpose servers, with collection software

Expect to be based on a standard configuration, with a sliver dedicated to the researcher, which can then be customized

Expect sliver to be deeply programmable by researcher

Standardized configuration exports known APIs

Receives measurement data in standardized schema

Outputs measurement data in standardized schema

Typically includes cache for short term storage capability

May include a round-robin cache, to limit overall size

Uses MDA service for long-term storage
15 Measurement Analysis and Presentation (MAP) Services

Programmable systems that analyze and present measurement data

Expect wide range of options to analyze measurement data

Expect wide range of options to present measurement data

Preferred:  Use wide range of available analysis and presentation tools

Preferred:  Use general-purpose servers, with analysis and presentation software 

Expect to be based on a standard configuration, with a sliver dedicated to the researcher, which can then be customized

Expect sliver to be deeply programmable by researcher

Standardized pieces export known APIs

Receives measurement data in standardized schema

Outputs measurement data in standardized schema and/or presentation formats, such as accessible via a web GUI

Uses MDA service for long-term storage
16 Measurement Data Archive (MDA) Services

16.1 Functions

Measurement data repository, with index and portal

Suggested at GEC6 meeting:   Common mechanism for accessing data

Need to archive measurement data, I&M service configurations 

High capacity data repository deployed for use by GENI slices

How is this allocated to a GENI slice/experiment/researcher?

How are files identified?

What is access method?

How is access control done?  authentication? encryption?

Different views of the same data will be available depending on authorization level

User-specified privacy

Which can be made public, i.e., used in a published paper?

Resilient to attack
16.2 Implementation

Preferred implementation:  use available system, that can scale
Example:  Data-intensive cloud project, using Amazon S3 resources (Zink and Cecchet, UMass Amherst, 1709)
Example:  Experiment Mgmt System from DOR project (Lannom and Manepalli, CNRI, 1663)

Example:  DatCat project at http://www.datcat.org/ that provides a catalog that indexes Internet measurement data, which you can then find, annotate, and cite.  (Klaffy, CAIDA)
Example:   Crawdad project at http://crawdad.cs.dartmouth.edu/  (Kotz, Dartmouth)
16.3 Use

Need data catalog to index data in the repository

Need portal to allow researcher to find and examine data

Data catalog (file system) needs to be arranged for each slice/experiment/researcher, to give the view(s) they want 

Example:  DatCat project at http://www.datcat.org/ that provides a catalog that indexes Internet measurement data, which you can then find, annotate, and cite. (Klaffy, CAIDA)

17 Glossary

The current GENI glossary can be found at:   http://groups.geni.net/geni/wiki/GeniGlossary 
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