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Motivation

• The ability to measure must be intrinsic to any test 
instrument (e.g., the LHC)

• The wide range of experiments envisioned for GENI 
calls for comprehensive instrumentation and 
measurement capability

• Measurement systems available today are limited 
(e.g., packet capture systems or flow monitors) and 
insufficient
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Objectives

• Develop and test a high performance measurement 
system that supports a wide range of experiments 
and can be widely deployed

• GIMS prototype system

• Develop and test a measurement data management 
system and repository

• Deploy and test an initial set of measurement nodes 
and data repositories with interfaces to one or 
more control frameworks
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Context Within Spiral 1

GENI Spiral 1 Overview GENI-FAC-PRO-S1-OV-1.12 September 29, 2008 
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integration with ISPs; tunnel & topology establishment & management; ProtoGENI clearinghouse 

integration; and support for isolation & resource swapout. 

[CMU Testbeds].  “Prototype Support for Heterogeneous Testbed Resources:  Integrating Cluster, 

Broadband and Wireless Emulation Nodes into the ProtoGENI Framework”.  PI is David Andersen at 

Carnegie Mellon Univ. This project will build upon CMU’s existing cluster, neighborhood 

wireless/broad-band, and wireless emulation testbeds to concretely identify—and build prototypes of—

the authentication, resource arbitration, and node management primitives needed to coherently deal 

with this very diverse set of resources. The project will integrate these testbeds with the ProtoGENI 

effort from the University of Utah, which is itself based upon that group’s Emulab software.  The 

primary contributions of this work towards GENI Spiral 1 are the integration of HOMENET, CMU 

wireless emulator, and CMULab into the ProtoGENI control framework (includes federation & 

Internet2connectivity); extension of HOMENET capabilities to support node/experiment 

management & isolation; definition/refinement of control framework elements such as RSpecs; and 

expansion of HOMENET user opt-in control. 

 

Figure 5-3. Cluster C utilizing ProtoGENI Control Framework 

 

[Instrumentation Tools].“Instrumentation Tools for a GENI Prototype”.  PI is James Griffioen at 

Univ of Kentucky.  This project will provide measurement and monitoring tools for substrate 

components, and will begin by integrating them into a host cluster based on Emulab hosts. The scope of 

work on this project is to create a GENI-enabled testbed based on the existing University of Kentucky 

Edulab, and to implement and to deploy instrumentation capabilities that will enable GENI users to 

better understand the runtime behavior of their experiments. Priority activities that contribute to this 

scope include the following items: 1) Provide an early operational federated testbed with administrative 
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Approach

• Develop requirements and functional specifications 
for systems

• Build measurement system with commodity host 
and programmable network interface

• Build storage system with limited local store and 
large scale data repository

• Deploy and test in WAIL (ProtoGENI control 
framework) and other infrastructures (e.g., NLR)
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Control and Data Flow
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Challenges

• Coordinating measurement filters with active 
experiment slices

• Balancing data privacy and acceptable use policy 
enforcement with performance and flexibility 
requirements

• Balancing efficiency and flexibility in measurement 
data management
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Existing Work
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• Wisconsin Advanced Internet Lab (wail.cs.wisc.edu)

• An active measurement system for shared environments.  
Sommers and Barford, IMC 2007.

• Leverage work by others

• pktd (Gonzalez and Paxson, PAM 2003)

• NeTraMet (Brownlee / CAIDA)

• Many others...



Control Framework 
Integration

• Minimal integration and support requirements from 
control framework

• ProtoGENI is the initial target, others will follow

• Slice activation instantiates filters on measurement 
nodes to gather packets associated with the slice

• Standard naming (URL) in the repository for data 
collected from experiments
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Timeline

• Year 1: develop specifications for systems, develop 
prototype focused on control framework interface, 
deploy prototype in WAIL

• Initial focus is on passive measurement

• Year 2: develop efficient high performance packet 
filter for deployment, develop large scale data 
repository, deploy prototypes (NLR, Internet2)

• Year 3: expand functionality, broaden deployment
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