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The Global  Research NOC

• Formed in 1998 to provide operations for the Abilene Network

• Groups

• Service Desk: 24x7x365 Call Center & Monitoring Center

• Network Engineering: 16 engineers providing Tier2 and Tier3 troubleshooting & 
planning

• Systems Engineering & Tool Development: 10 engineers developing & supporting 
GRNOC toolset and systems, and operating research platforms like Internet2 
Observatory and NLRview



The Global  Research NOC

OmniPoP



GENI Meta-Operat ions Center

• What is GMOC (other than a logo)?

• Goal:  To start to help develop the datasets, tools, formats, & protocols needed to 
share operational data among GENI constituents

• Why “Meta?” 

• There will be lots of groups operating their own parts

• This is not intended to change that

• We’re interested in what kinds of data exchange and functions are useful to share 
among these groups, at a GENI-wide level



GENI Meta-Operat ions Center

• Spiral 1 Deliverables

1.Define an Operational Dataset - What kinds of data do we need to collect?

2.Choose a Dataset Format & Protocol - How should the data be shared?

3.Build Functions - Basic early functions of Emergency Shutdown & GENI Operational 
View (more later)



GENI Meta-Operat ions Center

• Today’s talk

• First, talk about the functions

• Then, some ideas about the dataset

• No time to discuss formats in this talk



GMOC Architecture



GENI Meta-Operat ions Center
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GENI Meta-Operat ions Center

GMOC Exchanger - Polls 
and/or receives operational 
data from aggregates



Data Repository Translator
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GENI Meta-Operat ions Center

GMOC Translator - 
Translates information from 
other formats into consistent 
data format



Data Repository Translator
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GENI Meta-Operat ions Center

GMOC Repository - Central 
datastore for operational data 
from all GENI parts



Data Repository Translator
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GENI Meta-Operat ions Center

Operations - Watches Data 
to provide useful functions 
like Emergency Shutdown



Ear ly  GMOC Funct ions



GlobalNOC AlertMon

       

Current Alerts

Last Updated 11:36:00

Network
Host

Group
Hostname Service Duration

Database

Device
Description Acknowledgement

National

LambdaRail

NLR

Layer 2
losa.layer2.nlr.net (db) INTF - Te2/4

0d 2h

46m 33s
Te2/4

Link to reserved for

Benninger project to

NLRview-test, L2

tick#2585 is Down

broadstt: Turn-Up -

5264:55 (remove

National

LambdaRail

NLR

Layer 1
NYCAOA27A (db) ALARMS

1d 9h

55m 54s
FAC-5-1-1

CARLOSS: Carrier

Loss On The LAN

rmrobert:

Provisioning issue -

5815:52 (remove

National

LambdaRail

NLR

Layer 1
SUNVL03 (db) ALARMS

1d 11h

29m 20s
Unable to connect

aldollen:

Monitoring? -

6744:52 (remove

Internet2

Network

Internet2

Layer 3
rtr.chic.net.internet2.edu (db)

V6-BGP -

2001:838:1:1:210:dcff:fe20:7c7c

2d 15h

29m 23s

BGP to GHOST Router

Hunter - Moved from

ipls v6 tunnel router is

Active!

jokbrown: Outage -

13192:45 (remove

National

LambdaRail

NLR

Layer 2
hous.layer2.nlr.net (db) INTF - Te2/3

2d 20h

11m 9s
Te2/3

Link to BB to ATLA

Te3/1 for SC08

tyabell: Turn Down

- 6684:52 (remove

National

LambdaRail

NLR

Layer 3
hous.layer3.nlr.net (db) BGP - 216.24.184.42

2d 20h

11m 9s

BGP to SLR backup

(Atla/ vlan 124) is

Down.

tyabell: Turn Down

- 6684:52 (remove

National

LambdaRail

NLR

Layer 2
atla.layer2.nlr.net (db) INTF - Te3/1

2d 20h

11m 9s
Te3/1

Link to BB to HOUS

Te2/3 for SC08

tyabell: Turn Down

- 6684:52 (remove

National

LambdaRail

NLR

Layer 2
jack.layer2.nlr.net (db) INTF - Te1/1

2d 20h

12m 30s
Te1/1

Link to BB to ATLA

te1/1

tyabell: Turn Down

- 6684:52 (remove

National

LambdaRail

NLR

Layer 2
atla.layer2.nlr.net (db) INTF - Te1/1

2d 20h

12m 30s
Te1/1

Link to BB to JACK

te1/1

tyabell: Turn Down

- 6684:52 (remove

Internet2

Network

Internet2

Layer 3
rtr.losa.net.internet2.edu (db) V6-BGP - 2001:504:d::ae

5d 7h

25m 11s

BGP to ASNet-Taiwan

is Idle!

adaadwil:

maintenance -

13159:45 (remove

National

LambdaRail

NLR

Layer 1
HANNWY08 (db) ALARMS

5d 18h

18m 46s
01-01-09

BOARDOUT-ALM:

OP_ELH__L:BOARD

EXTRACTED

broadstt: Board

Extracted - 6735:52

(remove)

National

LambdaRail

NLR

Layer 1
BLLVNE10 (db) ALARMS

5d 21h

24m 52s
01-01-02

BOARDOUT-ALM:

ORP_ELH_1:BOARD

EXTRACTED

adeximo: alarm -

6403:52 (remove

National

LambdaRail

NLR

Layer 1
NBNDWA08 (db) ALARMS

7d 0h

42m 27s

BCS_ELH-

01-01-10

RXOSCPWR-1-LOW:

REDUCED POWER

LEVEL ON RX OSC

adeximo: Alarm -

6723:52 (remove

National

LambdaRail

NLR

Layer 1
MCLNVA02F (db) ALARMS

8d 6h

41m 58s
Unable to connect

aldollen: Decomm -

6701:52 (remove

National

LambdaRail

NLR

Layer 1
LNCSKS10 (db) ALARMS

15d 7h

31m 0s
01-01-08

BOARDOUT-ALM:

OA_ELH__L:BOARD

EXTRACTED

aldollen: Board

Extracted - 6092:52

(remove)

Internet2

Network

Internet2

Layer 3

rtr.newy32aoa.net.internet2.edu

(db)
BGP - 64.57.29.21

19d 15h

24m 40s

BGP to [CPS] Google

private peering 10GE

via 1118th Ave HP5406

D1 is Down.

swenz: Outage -

629:86 (remove

GENI Operat iona l  Data Views

• Give GENI-wide view of 
operational status

• Provide Interface for researchers 
needing operational data about 
past or present GENI

• Programmatic

• User-centric



Emergency StopE m e r g e n c y  S t o p

 Find out-of-control slices

• reports of abuse

• slices impacting others 
unexpectedly

 Probably a combination of 
direct shutdown/isolation & 
indirect deprovisioning



Def in ing the Common Operat iona l  Dataset



The Approach

• It will need to be a collaborative effort

• We will be contacting anchors and related projects for input 

• Each project may share different kinds/amounts of operational data

• Initially, we’ll be concentrating on operational data about components/aggregates and 
their interconnections,

• Additionally, we may want to access information about the mapping of that data to 
slice data

• use case: slice A needs emergency shutdown.  which aggregate(s) need to act?

• use case: what slices were affected by the outage on component B?

• use case: what was the state of GENI during the life of my experiment on slice C?



Potential Types of Operationally Significant Data

1. System-wide View

2. Operational Status

3. Utilization Data

4. Specialized Data



Types of Operational Data - Topology

• What exists at a given time on GENI, from an operational viewpoint

• System Component/Aggregate perspective:  What’s the current state of 
interconnected components/aggregates?

• Slice perspective:  What interconnected components support a given slice?

• Requires data about topology of aggregates/components, and the mapping of slice to 
component.

• This data might come from experiment tools, clearinghouses, or aggregate managers



Types of Operational Data-  
Operat iona l  Status

• The operational state of a given component, 
sliver, aggregate, or slice

• Potential States

• Up

• Down

• Impaired

• May also include additional specific info (i.e. 
how is it impaired, or why is it down)

• Basic guidelines would be useful to encourage 
common definitions for these



Types of Operational Data -  Ut i l i zat ion Data

• Utilization Data - Data about the data flowing on GENI components, slices, 
backbones, etc

• Some things might be fairly common

• Link utilization

• CPU utilization

• Memory utilization



Types of Operational Data -  Specia l ized Data

• Some things will be specific to the type of component

• latency/jitter

• signal strength

• error counts (network links)

• There should be a way for aggregates/components to create their own types of this



Del iverables Timel ine

• by GEC4: Demonstrable active data sharing with some other projects

• 6 Months: First version of Common Operational Dataset defined

• 6 Months: Initial Data Format and Protocol defined

• 6-12 Months: Emergency Shutdown & GENI Operational Data View

Months 1-6

Define Common 
Operational Dataset

GMOC Functions

Months 7-12

Define Data 
Format & Protocol


