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LEARN Mission

LEARN — Lonestar Education And Research Network — is a 501(c)(3) non-profit

collaboration of Texas higher education institutions that supports their research,
education, health care, and public service missions through the innovative
development, operation, and utilization of advanced statewide networking,

access to global resources, and related services.

Who: Non-Profit; Higher Education...
What: Advance Networking

How: Owned Infrastructure and Leased
DWDM Waves

Where: Texas



———

LEARN HQ




*x
*x
*

LEARN Services

_ayer1 Service: 1 or 10 Gigabit Dedicated Links
_ayer 2 Service: VLAN over L2 backbone

_ayer3 Service:
 NLR PacketNet
* |nternet2 Network
* Texas Intranet

v Co-location Services

» Co-lo and rack space
* Enterprise class data center space with AC power
* Cross connects



LEARN POPs &
WaveNet Service

Nodes
Jan. 2011

Midiand San Angeio
Odessa
Colliege Station  _
Segumont
Waller Houston

__wa

Corpus Christ

Current LEARN Node






LEARN DWDM Metro POPs Jan. 2011

Dallas DWDM Metro Network

Infomart Bryan

1950 N. Stemmons 5393 gryan Rm 2175
Equinix

400 S. Akard
3180 Irving Blvd Bsmt, 4fl, 5

Houston DWDM Metro Network

Greenspoint
12001 Hwy 1-45 North

Hardy Texas Med

1124 Hardy St Ctr 7000 Famnin

Lubbock DWDM Metro

Metro

Tower
1220 Broadway 3rd floor

Texas Tech

18th and Boston Ave
ATLC Room 78

San Antonio DWDM
Taylor

100 Taylor St
VTX Suite 301

Frio
1203 N. Frio St




LEARN POPs &
FrameNet Service

Nodes (1G backbone)
Jan. 2011 o

Midiand San Angelo
Odessa

Coliege Station  _
Se3aumont

Houston

200 Mbps

Corpus Christ

LEARN in Process

@rameNet or Layer 2 Switch

Current LEARN Node



LEARN POPs &

Layer 3 Service

Nodes
(Ten G backbone) e

Jan. 2011

Midiand San Angeio Y rWaco
Odessa A
vlege Station  _
Se3aumont
— Waller Houston

——

San Antonio

Victoria

Corpus Christ

Active LEARN
LEARN in Process

a Layer 3 Node

Current LEARN Node
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Internei2 IP Utilization (10s Avg.)

5= DLLS-KANS Internet2 RTG 0.9.0
3.0
;3 2.2
Dallas 2t
0.7F

Ula] we w7 ws
@ifInOctets Max: 2.3 Ghits Avg: 157.7 Mbits Cur: 165.9 Mbits [40§
WifOutOctets Max: 3.5 Ghits Avg: 190.7 Mbits Cur: 111.8 Mbits [499

LEARN NewNet via Greenspoint RTG 0.9.0

4.0

Ghits

Houston

WS we w7 we

@iflnOctets Max: 3.8 Ghits Avg: 353.3 Mbits Cur: 149.6 Mbhits [91
WifOutOctets Max: 2.0 Chits Avg: 64.9 Mbits Cur: 35.0 Mbits [16
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NLR IP Utilization (10s Avg.)

- NLR Packetnet Houston RTG 0.9.0
(7]
=
Houston  z
W5 We W7 Ws
@iflnOctets Max: 4.3 Chits Avg: 589.8 Mbits Cur: 639.5 Mbits [153
W ifOutlctets Max: 5.2 Chits Avg: 358.5 Mbhits Cur: 222.8 Mbhits [921
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LEARN FrameNet Backbone

G L2 BBZ East to DLLSE504 RTG 0.9.0
0.8 . : . ]
@ 0.6 frend : : :
3 0.4
02| VMkaAﬂlﬂhh;A ‘ .h
‘ '.sn. r
Wa
@iflnOctets Max: 988.8 Mbits Avg: 291.1 Mbhits Cur: 493.5 Mbits [759
WiflOutOctets Max: 210.4 Mbhits Avg: 63.1 Mbits Cur: 110.0 Mbits [163
L2 BB2 East to DLLSES504 RTG 0.9.0
668 . . . . H . . .
535
;3 401
£ 267
134
22:00 00:00 02:00 04:00 06:00 05:00 10:00 12:00 14:00 16:00 18:00 20:00
@iflInDctets Max: 636.6 Mbits Avg: 366.1 Mbits Cur: 517.2 Mbits [ 31

72.2 Mbits Cur: 109.9 Mhits [

WifOutOctets Max: 149.2 Mbits Avg:




What's Under the Hood?

* Nortel/Ciena CPL and OM5200

# ADVA Optical RayExpress

* ADVA Optical FSP 3000 (R7)
*Juniper MX Series for Routing

# Cisco 6500 and 4500 for Switching

¥ Commercial and Open Source network
management tools



LONESTAR EDUCATIONMNDIRE
I

ational R&E

% National LambdaRail - NLR

* Internet2 backbone upgrade
« Ciena CPL and OM6500 for Layer 1
« Some Infinera (Northern Tier Footprint)
 Juniper T1600 with 100G for Routing
* MX Series for TR-CPS




10G IP Layer Topology

L

Portland

/‘\ o Albany o /
Minneapolis/ y’ ) A 3
. ’ . Boston
Salt Lake City 4‘ g0 " gVl
Sunnyvale Cleveland y
\ |
\ nd?( \ " Philadeiphia

fashington DG
-

N/ .

Los Angeles
\ El Paso
Dallas
Jacksonville

. 100G Router RN Rouge \

. 10G Router \",
INTERNET

e 100GigE
s 1 0GigE

Nashville Rajeigh



AREDIW\EA':: H NETWORK

Regional R&E

* LEARN Intranet (v4 and v6 peering) is Live and
Growing...

* 4 out of 5 aggregators are peering with new AS
13359

* In works...SETG and TMC’s Collaborative
Healthcare Alliance

* Regional partners: ARE-ON and SLR/SOX, ONENet
to follow

* Route packets locally; improve performance
% Vehicle for Collaboration




#* NSF funding to support data intensive
scientific research

* Internet2 solicited DYNES applications
Application Received:
# 8 from Regionals and 33 Campuses
* All 6 Texas applications will be awarded:
_EARN and Rice/UH, SMU, TTU, UTA, UTD

#* DYNES grant will cover costs to deploy
Dynamic Circuit Network in Texas




LEARN

Internet2 HSTN @
router u
Internet2
IP &
DYNES
VLANSs

rt1l-hardy-hstn

Juniper MX480

S

LEARN
DYNES
switch in
HSTN

University of
Houston

Directly
connected
via RENoH
dark fiber

Directly connected
via RENoH dark fiber

Rice University

10Gb/s ethernet
10Gb/s or 1Gb/s ethernet

Interdomain
/M\ Controller
Internet2 (IDC)
Internet2 KANS @
LEARN Layer 3 backbone router u
would be used to pass LEARN IDC
control plane information Internet2 would be on
and vlan traffic that needs IP & an Internet?2
to pass between DLLS and DYNES d
HSTN. VLANS conntectek
rt1-akard-dlls networ
m Juniper MX480
éK backbone I LEARN
e
UT Dallas, UT
Arlington and SMU LEARN
connected via DYNES
LEARN-DFW switch in

UT Dallas

UT Arlington

infrastructure el DLLS

Direct connection
from switch at 400 S.
Akard




LEARN
Interdomain
Controller (IDC)

Internet2
Backbone

emmmee DYNES traffic flow

LEARN IDC
would be on an
Internet2
connected
network

e |P traffic flow

LEARN Core
Router

niversity
System or
Gigapop

Campus
Network

Intensive

Campus Data ‘
network

LEARN Dynes
Switch

switch

‘ Campus DYNES



Further Discussions...

* Engage campus network operator

# LEARN will work with you in collaboration
with the campus network team




Thank Youl

Akbar Kara, Chief Technologist

akara@tx-learn.net
214-233-5272




