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Goals

- Provide ProtoGENI system state in real-time

- Primarily network (and maybe node) state
« Active and passive measurements
« E2E or leverages network element info when available

- Flexible and extensible
— Easy to add new measurement tools to be developed!
— Configurable time scales (start time, frequency, number)

- Share measurement info across applications/slices
— Eliminate redundant expensive measurements

- Scalable, secure, and reliable
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Leverages the following prior work

« http://networking.hpl.hp.com/s-cube

- Ethan Blanton, Sonia Fahmy, Greg N. Frederickson, "On the Utility of
Inference Mechanisms," In Proceedings of IEEE International
Conference on Distributed Computing Systems (ICDCS), 8 pp., June
20009.

- Ethan Blanton, Sonia Fahmy, Sujata Banerjee, "Resource
Management in an Active Measurement Service," In Proceedings of
the IEEE Global Internet Symposium, 6 pp., April 2008.

- P. Yalagandula, P. Sharma, S. Banerjee, S.-J.Lee, and S. Basu, S3:
A Scalable Sensing Service for Monitoring Large Networked
Systems," In Proceedings of the Workshop on Internet Network
Management 2006, Pisa, Italy, September 2006.

- Praveen Yalagandula, Sung-Ju Lee, Puneet Sharma, and Sujata
Banerjee, "Correlations in End-to-End Network Metrics: Impact on
Large Scale Network Monitoring," In IEEE Global Internet
Symposium, Phoenix, AZ, April 2008.
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Scalable Sensing Service (S3)

Sensor pods
Measure system state from a node perspective
Web-Service enabled collection of sensors

Sensing information manager
Controls pods, and aggregates measured system state
Portal to request and invoke measurements

Inference engines
Infer O(n?) E2E path info by measuring a few paths
Dynamically schedules measurements on pods
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Sensor Pod

Web-Service (WS) enabled collection of sensors
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Sensing Information Manager

— Control the sensor-pods
— Aggregate data from sensor
— Answer researcher queries

Configuration
Data
S —
;
Load £
g
Memory E
8
[
Configuration apacity i AP query,
& Data lossate Controller s control, and
]
P——— Bandwidth & notification
Repository g ot
Load & fency
5
Memory £ Configuration
2 & Data
Capacity \ H AP query, S —
Lossrate Controller 2 control, and Repository @
2 8
Bandwidth & < Load £
5
Latency Memory £
s
s 8
apacity \ % APL query,
lossrate Controller 2 control, and
2
Bandwidth & notification
Latency
S . g
Configuration
& Data .
== Information
Repository o
Load &
2
Memory £
5 (¢
Capacity \ H AP query,
Lossrate Controller 2 control, and
2
Bandwidth & notification
Latency
Configuration
& Data
S —
;
8
Load £
g
Memory £
5 (o)
Capacity g
AR: query,
lossrate Controller E control, and
Bandwidth & notification
Configuration
& Data Latency
S —
Fepository 3 Configuration
Load £ & Data
Memory £ —
Copaiy i yed g
P % AR: query, Load £
lossrate Controller 2 control, and Mermory £
2 £
Bandwidth & notification 2
Capacity =
Latency > APL: query,
lossrate Controller g control, and
Bandwidth & notification
Latency

UNIVERSITY @



I YEAR 1 Accomplishments

- Integration with ProtoGENI APl and mechanisms

- S3Monitor platform v1.0 available for deployment

— Sensor pod
— Sensing Information manager

- Support for on-demand and periodic measurements

- Archiving and querying capabillities for measurement
data

- Continuous experimentation/demo
- Demo page up at:
— http://illusion.hpl.hp.com:8180/geni/demo.|sp
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Screenshot: On-demand Measurement
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Screenshot: Query on Periodic Data Archive
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I YEAR 1: Other Accomplishments

Instrumentation and Measurement WG

Collaboration with other researchers on GENI &M
specification document version 0.5

Discussions on similarities and differences with other

measurement projects; participation in conference
calls, etc.

Service on TPCs of SIGMETRICS, INFOCOM,
CNP, COMSNETS, ...

Presentation on INFOCOM panel
Posters on the project at several events
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YEAR 1: Publications
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“Distributed Partial Inference under Churn,” Sriharsha
Gangam, Sonia Fahmy, In Proceedings of the IEEE
Global Internet Symposium, 6 pp., March 2010.

"Leveraging Correlations Between Capacity and Available
Bandwidth To Scale Network Monitoring,” Praveen
Yalagandula, Sung-Ju Lee, Puneet Sharma, Sujata
Banerjee, In Proceedings of IEEE GlobeCom 2010,
accepted for publication.

"On the Cost of Network Inference Mechanisms," Ethan
Blanton, Sonia Fahmy, Greg N. Frederickson, Sriharsha
Gangam, IEEE Transactions on Parallel and Distributed
Systems (TPDS), 14 pp., accepted for publication.
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I YEAR 2: Planned Work

Extend deployment to PlanetLab and ORCA
GENI Clusters

Include measurement admission control

Careful admission control and scheduling of
measurement requests prevents misuse

Integrate S3Monitor data with GENI's |1&M
Measurement WG’'s data and meta-data formats

Enable and support experimenters for using S3
platform on GENI clusters
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14

Questions/Comments/Code

http://illusion.hpl.hp.com/genis3monitor

puneet.sharma@hp.com
fahmy@cs.purdue.edu
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I Challenges with Existing Tools

Tools previously tested only in point-to-point
configurations

Deployment in a large scale setting exposed
several Issues

Hard-coded port numbers leading to port conflicts

Need to be started at source and destination
simultaneously

Large resource requirements leading to end-node
crashes

Long running times leading to web server timeouts
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16 UNIVERSITY



Scalable Inference Engines

Large overhead for probing and data exchange

O(N?) measurements in a network of N nodes
Dynamically changing £ Need frequent probing

Measurement/Monitoring failures

Failed or slow end machines
Measurement tool failures

Inference based on incomplete information

Exploit properties such as triangular inequality
A coarse estimate may suffice for many applications

Prediction based on archived information
Tradeoff between accuracy and overhead
When and where to use inference? [Blanton et al., ICDCSO09]
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