
Experimenter A
gpo229

Node 1

Access   

Control Plane   (IP backbone/Internet)

Aggregate X

Exper App

OMF RC

shell

Node n

Exper App

OMNI

Agg Mgr

Gush

Linux Server

Experimenter A User Workspace (persistent)

Experiment Control Services

GENI AM API
acquire resources
load image/software (option 1)
setup connectivity

Experiment Control 
Services run in User 
Workspace

Backbone

Aggregate Z

OMF EC

Gush Client

Gush
manage processes

OMF
orchestrate ExperApp  

acquire
resources

configure 
resources

orchestrate 
experiment application

Data Plane   (VLAN/OF connections)

Spiral 4 Target Aggregates

1)  PG;  InstaGENI/PG (confirm)

PG Agg Mgr
what ver?

Node 1 Node options:
a)  servers;  what OSs?
b)  VMs;  what type?;  what OSs?

Connectivity options:
a)  VLANs within Agg;  to 

backbone;  limited between Agg
b)  IP to backbone/Internet

2)  ORCA;  ExoGENI

ORCA Agg Mgr
what ver?

Node 1 Node options:
a)  servers;  what OSs?
b)  VMs;  what type?;  what OSs?

Connectivity options:
a)  VLANs within Agg;  to 

backbone; limited between Agg
b)  IP to backbone/Internet

3)  PL;  InstaGENI/PL

PL Agg Mgr
what ver?

Node 1

shell
Could FLACK be run in 
User Workspace?

Node options:
a)  servers;  what OSs?
b)  VMs;  what type?;  what OSs?

Connectivity options:
a)  VLANs within Agg;  to 

backbone;  limited between Agg
b)  IP to backbone/Internet

GENI AM API v1
GENI rspec v3 (PG rspec v2)
Now

GetVersion
ListResources
CreateSliver
DeleteSliver
SliverStatus
RenewSliver
Shutdown

request all resources at start
no UpdateSliver  (therefore, can’t 

add node or add link)

GENI AM API v2
GENI rspec v3
Avail GEC13

flexible arguments and returns 
(property lists)

request all resources at start
no UpdateSliver  (therefore, can’t 

add node or add link)

GENI AM API v3
Avail GEC15?  GEC16?

add UpdateSliver?
add Tickets?

can add node or add link after start

GENI rspec v4? 

What extensions are being 
considered to GENI rspec v3?
When will GENI rspec v4 be defined?

Spiral 4 Target AM APIs:  must use GENI AM API, for universality

ssh
load software (option 2)
configure software

Spiral 5 Target AM APIs

GENI
Exp Mgmt 

API

User Workspace is a 
persistent Linux 
environment that is 
dedicated to a User;  it can 
be hosted on a server 
dedicated to the User, or 
on a server hosting 
multiple user workspaces 
for multiple users.

File System

Key, Certificate, 
Credential  Store Could FLUKES be run in 

User Workspace?
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Experimenter 
A
gpo229

Node 1

Access   

Control Plane   (IP backbone/Internet)

Aggregate X

Exper App

OMF RC

shell

Node n

Exper App

OMNI

Agg Mgr

Gush

Linux Server

Experimenter A User Workspace (persistent)

Portal to UIs

GENI AM API
acquire resources
load image/software (option 1)
setup connectivity

Backbone

Aggregate Z

OMF EC

Gush ClientGush
manage processes

OMF
orchestrate ExperApp 

acquire
resources

configure 
resources

orchestrate 
experiment application

Data Plane   (VLAN/OF connections)

shell

MDOD 
Creator/Editor
creates MDOD
stores with MD
adds object id
adds annotation

Experimenter B User Workspace (persistent)

Lab wiki

Scheduler

Scripts

Manage
Artifacts

ssh
load image/software (option 2)

GUI

File System

MP
Srvc

GENI
Exp Mgmt 

API

Node n+1

Several GENI User tools/services can run in User Workspace;  a 
representative sample is shown, but expect many additions and changes.  

Because User tools/services are in the same Linux environment, they can 1)  
easily share information (i.e,  keys, certificates, credentials, files, directories) 
via services and a file system and can 2) easily call one another. 

MP
Srvc

MC
Srvc

MAP Srvc
GUI

MC
Srvc

MAP 
Srvc GUI

Directory 
Archive (DA)
Srvc

gathers directories, files into objects
includes MDODs
interface to search for objects
moves object and MDOD to DOA

Object Identifier 
Srvc

mints unique persistent object    
identifier (e.g., handle)

maintains registry
provides resolution service

Digital Object Archive (DOA)
Srvc

long term, reliable archive for objects with MDODs
access via Object Identifier
interfaces to search for objects
follows sharing poilicy in MDOD Researcher Z

resolve
to
archive 
site

Directory

MD object x

MDOD.txt

MD object x

search
and
get

get      

Key, Certificate, 
Credential  Store

User Workspace 

is a trusted persistent 
Linux environment 
that is dedicated to a 
User;  it can be hosted 
on a server dedicated 
to the User, or on a 
server hosting 
multiple user 
workspaces for 
multiple users.

Portal to UIs  

is entry point for an  
Experimenter, and allows 
them to interact with all GENI 
tools and services via UIs 
supporting up to HTML5.

Portal may be contained 
within the user workspace, or 
it may be run in a separate 
environment.

Portal provides these 
functions:
1)  Is outside of any slice.
2)  Can be associated with 
more than one slice.
3)  Points to all UIs associated 
with Experimenter.
4)  Manages windowing for 
Experimenter, as they interact 
with multiple UIs.
5)  Holds Experimenter 
preferences for windows and 
views.
6)  Provides login for 
Experimenter.
7)  Allows Experimenter to 
permit logins by others, i.e., 
PI.

Authentication and authorization 
between User tools/services in 
the user workspace and  
resources in the slice are 
mediated by the keys/
certificates/credetials stored in 
the user workspace.
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Experimenter A
gpo229

Node n

Exper App
Experimenter A User Workspace (persistent)

shell

Portal to UIs

GUI

File System

MP
Srvc

Directory 
Archive (DA)
Srvc
gathers directories, files into objects
includes MDODs
interface to search for objects
moves object and MDOD to DOA

Key, Certificate, 
Credential  Store

Portal to UIs

GUI

Experimenter A
gpo229

1)  For each destination web interface (UI):

a)  Load reachable url

b)  Use http(s)

c)  Include client authentication that is recognized by web server interface

note:  Experimenter can install matching keys/certificates in portal and 
web interface when slice is 

Portal to UIs  

is entry point for an  Experimenter, and allows them to interact 
with all GENI tools and services via UIs supporting up to 
HTML5.

Portal may be contained within the user workspace, or it may be 
run in a separate environment.

Portal provides these functions:
1)  Is outside of any slice.
2)  Can be associated with more than one slice.
3)  Points to all UIs associated with Experimenter.
4)  Manages windowing for Experimenter, as they interact with 
multiple UIs.
5)  Holds Experimenter preferences for windows and views.
6)  Provides login for Experimenter.
7)  Allows Experimenter to permit logins by others, i.e., PI.
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Experimenter A
gpo229

Node 1

Access   

Control Plane   (IP backbone/Internet)

Aggregate X

Exper App

OMF RC

shell

Node n

Exper App

OMNI

Agg Mgr

Gush

Linux Server

Experimenter A User Workspace (persistent)

Experiment Control Services

GENI AM API
acquire resources
load image/software (option 1)
setup connectivity

Backbone

Aggregate Z

OMF EC

Gush Client

Gush
manage processes

OMF
orchestrate ExperApp  

acquire
resources

configure 
resources

orchestrate 
experiment application

Data Plane   (VLAN/OF connections)

shell

ssh
load software (option 2)
configure software

GENI
Exp Mgmt 

API

File System

What are OMF 
orchestration commands?

What can be specified using GENI rspec v3? 
What extensions are being considered?
When will GENI rspec v4 be defined?

Node options:
a)  servers;  what OSs?
b)  VMs;  what type?;  what OSs?

Connectivity options:
a)  VLANs within Agg;  to backbone;  across backbone
b)  IP to backbone/Internet

What is supported by various target Agg’s?
What is common set ?  

Key, Certificate, 
Credential  Store

GENI AM API v1
GENI rspec v3 (PG rspec v2)
Now

GetVersion
ListResources
CreateSliver
DeleteSliver
SliverStatus
RenewSliver
Shutdown

request all resources at start
no UpdateSliver  (therefore, can’t 

add node or add link)

GENI AM API v2
GENI rspec v3

Avail GEC13

flexible arguments and returns 
(property lists)

request all resources at start
no UpdateSliver  (therefore, can’t 

add node or add link)

GENI AM API v3
Avail GEC15?  GEC16?

add UpdateSliver?
add Tickets?

can add node or add link after start

GENI rspec v4? 

What extensions are being 
considered to GENI rspec v3?
When will GENI rspec v4 be defined?

Spiral 4 Target AM APIs:  must use GENI AM API, for universality Spiral 5 Target AM APIs
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Experimenter A
gpo229

Node 1

Access   

Control Plane   (IP backbone/Internet)

RENCI ORCA Cluster

Exper App

OMF RC

shell

Node n

Exper App

OMNI

Agg Mgr

Gush

Linux Server

Experimenter A User Workspace (persistent)

GENI AM API
acquire resources
load image/software (option 1)
setup connectivity

Backbone
Duke ORCA Cluster

OMF EC

Gush Client

Gush
manage processes

OMF
orchestrate ExperApp  

acquire
resources

configure 
resources

orchestrate 
experiment application

Data Plane   (VLAN/OF connections)
shell

ssh
load software (option 2)
configure software

GENI
Exp Mgmt 

API

File System

UNC ORCA Cluster

Texas  ORCA Cluster

RENCI ExoGENI Rack

BBN ExoGENI Rack

Node options supported:

a)  servers, at some sites

b)  VMs, at all sites
OpenStack, with NEuca

c)  Many images
from “ImageProxy” web 

server

d)  barebones images 
use wget to load, past boot
debian 6G – 10G (file system 

size)
centos
ubuntu
red hat

sparse images (room to load via 
wget)

e)  custom images with app
node with OML clients for:  

basic host;  ping;  iperf
OML server, with presentation

Changes are required to support GENI 
AM API v2

Connectivity options supported:

a)  VLANs 
within Agg  (inter-site)
across backbone  (intra-site)
see “regression test suite for 

ORCA network code”

what topologies are 
supported?

b)  IP to backbone/Internet

c)  what about OF?

GENI AM API  
(for all ORCA/ExoGENI sites)

acquire resources
load image/software (option 1)
setup connectivity 

(including inter-site)

Key, Certificate, 
Credential  Store

GENI rspec v3 can request topologies at 
multiple sites, but these features are 
missing:

a)  can’t spec node group;  must specify 
every node
b)  post-boot script can be only 1 line;  

want several lines
c)  can’t properly specify OF

Need extensions put into v4

FLUKES

Native ORCA API  
(for all ORCA/ExoGENI sites)

acquire resources
load image/software (option 1)
setup connectivity 

(including inter-site)

FLUKES can be used as an 
alternative to OMNI to 
acquire resources, etc.

Then, OMNI can retrieve the 
manifest in GENI rspec.

Can FLUKES can be used 
to observe topology setup 
after OMNI acquires 
resources?

Could FLUKES be run in 
User Workspace?

Can FLUKES be modified to 
use GENI AM API and GENI 
rspec?
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What is DOE ANI?

When can Starlight support 
connections to I2 ION?

When can RENCI/BEN provide 
conenctions to I2 ION?

Could I2 ION extend connections 
to a protoGENI backbone node?  
how?

Need to verify that VLAN conenctions will be supported 
between the following sites:

via BEN
RENCI ORCA cluster
UNC ORCA cluster
Duke ORCA cluster
RENCI ExoGENI rack

via LEARN
UH ORCA cluster

via NOX
BBN ExoGENI rack

what are limits?

how would these be specified in rspec?

Could I2 ION extend connections 
to WiMAX sites?  how?
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Experimenter A
gpo229

Node 1

Access   

Control Plane   (IP backbone/Internet)

RENCI ORCA Cluster

Exper App

OMF RC

shell

Node n

Exper App

OMNI

Agg Mgr

Gush

Linux Server

Experimenter A User Workspace (persistent)

GENI AM API
acquire resources
load image/software (option 1)
setup connectivity

Backbone
Duke ORCA Cluster

OMF EC

Gush Client

Gush
manage processes

OMF
orchestrate ExperApp  

acquire
resources

configure 
resources

orchestrate 
experiment application

Data Plane   (VLAN/OF connections)
shell

ssh
load software (option 2)
configure software

GENI
Exp Mgmt 

API

File System

UNC ORCA Cluster

Texas  ORCA Cluster

RENCI ExoGENI Rack

BBN ExoGENI Rack

Node options supported:

a)  servers, at some sites

b)  VMs, at all sites
OpenStack, with NEuca

c)  Many images
from “ImageProxy” web 

server

d)  barebones images 
use wget to load, past boot
debian 6G – 10G (file system 

size)
centos
ubuntu
red hat

sparse images (room to load via 
wget)

e)  custom images with app
node with OML clients for:  

basic host;  ping;  iperf
OML server, with presentation

Changes are required to support GENI 
AM API v2

Connectivity options supported:

a)  VLANs 
within Agg  (inter-site)
across backbone  (intra-site)
see “regression test suite for 

ORCA network code”

what topologies are 
supported?

b)  IP to backbone/Internet

c)  what about OF?

GIMI GEC13 demo:

a)  User tools/services
In User Workspace  (where?)
Gush with OMNI
OMF EC
Portal to GUIs?
FLUKES topology spec/display service?  uses native ORCA interface 

to setup?  or to observe?
Key, certificate, credential store
RSpec store

b)  Other required services:
Slice Authority
XML Messaging Srvc?
ImageProxy web server
DOA srvc?

c)  Script for Gush, OMF EC?   or use FLUKES to acquire resources?
Gather nodes (VMs) and connectivity
Load at least 2 nodes with OML clients for:  basic host;  ping;  iperf
Load at least one node with OML server, with presentation
Run app in that evaluates L2 and IP connectivity between nodes

d)  Evaluated topologies:
2+ nodes, intra-site;  which sites?
2 sites; 2+ nodes, inter-site;   which sites?
n sites;  2 nodes from 1 site, connected to 2 nodes each other site;  

which sites?
n sites;  2 nodes from each site, mesh connected to nodes at each 

other site;  which sites?

option:  direct to one site

Draw ORCA VLAN connectivity 
topology

GENI AM API  
(for all ORCA/ExoGENI sites)

acquire resources
load image/software (option 1)
setup connectivity 

(including inter-site)

Key, Certificate, 
Credential  Store

GENI rspec v3 can request topologies at 
multiple sites, but these features are 
missing:

a)  can’t spec node group;  must specify 
every node
b)  post-boot script can be only 1 line;  
want several lines
c)  can’t properly specify OF

Need extensions put into v4

FLUKES

Native ORCA API  
(for all ORCA/ExoGENI sites)

acquire resources
load image/software (option 1)
setup connectivity 

(including inter-site)

FLUKES can be used as an 
alternative to OMNI to 
acquire resources, etc.

Then, OMNI can retrieve the 
manifest in GENI rspec.

Can FLUKES can be used 
to observe topology setup 
after OMNI acquires 
resources?

Could FLUKES be run in 
User Workspace?

Can FLUKES be modified to 
use GENI AM API and GENI 
rspec?
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Experimenter A
gpo229

Node 1

Access and Backbone

OML
(Control Nwk)

Experimenter A,  Slice 029
(or Operator AA,  Infrastructure Measurement Slice 0029)

on ORCA servers/VMs/racks

MD Objects
slice029

OML 
Client
(MP)

Exper App

OMF RC

shell

Node n

OML 
Client
(MP)

Exper App

shell

Node n+1
OML Server  (MC)

Analyze

OMF RC

OML 
Intfc

perfSONAR 
Intfc

shell

OMF RC

OML
(Control Nwk)What is in basic OML 

client?  like INSTOOLS?

How to customize OML 
client?

OML Server and Results Service  (MAP) 

Analyze

OML 
Intfc

Results

shell

OMF RC

Linux Server

Experimenter A User Workspace (persistent)

Experimenter Z User Workspace (persistent)

Agg Mgr
Agg Mgr

Web

pdf

SQL
(Control Nwk) Measurements Orchestration (MO) 

MDOD
slice029

SQL
DB

SQL
DB

OMF
Orch 
Meas

MDOD Creator/Editor

Web

iRODS Digital Object Archive Service (persistent)   

Experimenter A Partition (persistent)

Experimenter Z  Partition (persistent)

Web

MDOD
slice029

SQL
DB

Directory

Lab Notes?

Images?

ArchiveSQL
(Control Nwk)

SQL
(Control Nwk)

Can iRODS store 
other experiment 
objects, i.e., lab 
notes and 
images?

MDOD 
containes policy 
for archive to 
share objects 
with others

Experimenter’s slice is 
NOT persistent;  must 
send data to portal or user 
workspace service before 
slice ends!

** perfSONAR 
interface can be 
added to share data 
with others, via 
GEMINI tools

Analyze 
functions can 
be added

Analyze 
functions can 
be added

MD can be 
pushed directly 
to persistent 
OML server

** iRODS can be used by 
all GENI I&M tools for user 
workspace and archive 
functions, including 
GEMINI tools

Experimenter’s slice must 
include:
* OML Client in each 

node
* OML Server in separate 
node/VM

How can this be done?

++ Default assumption:
Measurement Data (MD) traffic is light, 

and is carried on the Control Ntwk

++  Option if MD traffic is heavy, e.g., 
sensor traffic or port monitoring traffic.   

Then need to carry traffic in the Data 
Network (on a VLAN)

Then, need an OML Server with an 
OML Intfc on the Data Ntwk.

Then may use IPFIX, or other protocol  
suited to high traffic flows 

GUSH+

Linux Server

Experimenter A User 
Workspace (persistent)

OMF
Orchestrate 
Exper

ssh
Load images

ns3
load topology

AM API
assign resources

Experiment Control 
Services may run 
locally or in Lab Portal 
Service

** Can Lab 
Portal Service 
be used by 
GEMINI tools?

Experimenters may transfer some of 
their measurement data objects to an 
archive service, so that they will be 
available for a long period of time.   

Experimenter can set policy so that 
objects may be searched by and shared 
with Researchers.

Experimenters may register 
portals on their I&M 
services, so that they can be 
discovered and used by 
Operators and (when 
permitted) Experimenters

XMPP Server in 
public IP space,  
with pub/sub, is 
reachable, and is 
used to carry 
OMF messages

XMPP

To allow authentication of entities (i.e., OML 
Client service) that connect to XMPP server, 
each entity needs to:  hava  name;  hold a 
private key;  and have its name and public key 
in an Object Registry.  How can this be done?

XML Messaging Service 
(persistent)

Can iRODS 
provide MDOD 
Registry 
functions?

++ Current GENI WiMAX sites utilize 
OMF and OML;  see sheet 3b).  

The configuration of these sites must be 
made consistent eith the GIMI I&M toos 
configuration.  

In particular, the WiMAX sites utilize a 
Control Network that is protected, i.e., 
available only to htose who are logged-
ln.
How can this be done?
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Experimenter A
gpo229

Mobile Node 1

Access and Backbone

Experimenter A,  Slice 029

on WiMAX Site nodes

OML 
Client
(MP)

Exper App

OMF RC
Connect

Fixed Node n

OML 
Client
(MP)

Exper App

shell

OML Server  (shared by all users)

OMF RC

OML 
Intfc

OML
(Control Nwk)

OML Server (shared by Operators) 

OML 
Intfc

Results
Web

pdf

SQL
DB

SQL
DB

OMF
Orchestrate 
Exper

Experiment 
Controller 
runs at site

WiMAX BS

OML 
Client

WiMAX RF AggMgr

OMF AM 
Config

Server

WiMAX MS

OML
(Control Nwk)

OML
(Control Nwk)

XMPP

EC 

Login

EC 
(local)

OMF
Orchestrate 
Exper

OML Server  
(local)

XMPP Server with pub/
sub used to carry OMF 
messages

XMPP

Note:  Control Network is protected, and 
available only to those who are logged-in.

There is no other protection, i.e., each node 
is typically loaded with a “root, no passowrd” 
login.

Local EC and local OML Server 
can be used when Mobile Node is 
disconnected 

OMF RC

OMF AM
Load Node Imaging 

Service  (based on 
PXE)

shell

Can OML Server 
be loaded into a 
fixed node as an 
experiment 
starts?

Missing:  
interface to user 
workspacve/
archive service

Missing:  results/
visualization 
service at site

ssh
Load images

An Experimenter gains 
access to a site via 
Login Service, per 
Scheduler, and can 
then orchestrate an 
experiment.

Currently, multiple  
Experimenters can be 
logged-in, and are 
assigned nodes per 
Scheduler.  They are 
not othewise isolated.

Sched

This OML Server is intended to gather 
measurements from all WIMAX sites, and be 
shared with all operators.
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OML Client
Meas Point (MP) Srvc

Experiment Node
Experiment Sliver

GUI

Meas Analysis Present (MAP) Srvc

Meas Data Streams

* Researcher defines measurement 
streams, gathering data samples and 
averaging, etc.

*  Meas data is series of typed vectors, 
XDR coded, and then streamed from 
client to collection server using 
proprietary OML protocol, on top of 
TCP, over dedicated Control VLAN  
*  Considering using IPFIX instead of 
prop OML protocol;  IPFXI typically 
uses SCTP for transport

*  If path becomes disconnected from 
time-to-time. data is cached in Proxy 
Server FIFO, and then forwarded when 
path is reestablished

Meas Data Filters

*  Researcher defines filters, separate 
from User App, so that can easily 
change  data collection behavior

*  Can be triggered by various 
properties, e.g., time, by the no of data 
values collected, etc.

*  Can be triggered by events, e.g., 
passing a trip line in a mobile 
application

OMF/OML Structure

*  One OML Client included in each Experiment Node

*  One OML Collection Server provided for each OMF site

*  Researcher programs User Application and OML Client to gather and filter desired 
measurement data, and define stream to Collection Server

*  Meas Data streamed from OML Client to OML Collection Server

Data
Processing

API Intfc 
for 
User App

Data Filter
id=xx

OML Collection Server
Meas Collection Srvc

Exp
Cntrl
Service
gpo229

Researcher
gpo229

Discover
Resources 
and Assign 

Slivers
Manage 
Services

Measurement
Orchestration
Service
gpo229

Via CF 
and/or https

Via CF
and/or sshVia CF

Configure and
Program 
Slivers

Discover
I&M Srvcs

SQL
DB

User
Application

Data Filter
id=yy

Berkeley
Queue

XDR 
Encoder

OML
Transport 
Layer

XDR
Decoder

OML
SQL 
Module

Collection
Mgr

Embedded 
DB

Client API

*  Researcher uses web interface to 
define measurement points and 
parameters through a web interface, 
saved as XML config file; causes XSLT-
based code generator to generate 
source code for measurement client.

*  Researcher includes measurement-
point id’s, and metric id’s, which 
dynamically creates a schema.

DB Schema

*  Application definition is used to 
create DB schema for experiment, using 
XSLT.

*  DB table is created for each 
measurement point, names based on id 
attribute of the group element.

*  Includes mandatory fields for name/
id,  timestamp, sequence number

*  Protocol is self describing

*  Server automatically creates a table 
for every distinct stream (distinct in 
terms of schema not source). 

*  Streams carry their own name which 
is translated into a database using a 
simple naming convention.

Meas Data Schema

*  Meas data follows schema defined by 
researcher, including:  measurement-
point id’s, metric id’s, etc.

*  A sensor (or application, or service) 
define a set of measurement points, with 
each measurement point defined by a 
name and a typed vector (sensor 
schema). 

*  At runtime, the experimenter (or 
operator) provides a streams spec 
which defines what measurement points 
are going to be activated and what initial 
processing is going to be performed -
that defines the actual schema going 
over the wire and/or ending up in the 
collection database

Meas Analysis Present Srvc 

*  Running outside of OMF/OML.

*  Can import directly from SQL DB

*  EC can arrange to convert tables 
into graphs

Experiment Portal 

*  Early prototype

*  Each experiment results in a 
separate page containing all the 
experiment related information 
(script, parameter, resources used, 
time) as well as a pointer to the 
measurement database.

*  Where?

Proxy
Server

OML 
Transport 
Layer

Manage (and Control) Srvcs

*  Via HTTP to all srvc’s, with APIs based 
on REST.

*  Via HTTP to OML Client srvc, to config 
files specifying filtering and streaming, 
which are then compiled into code

050712_GIMI_Figures GENI I&M Architecture:  3c)  OMF/OML Srvcs and Msgs Page 10 of 10

Printed on 5/7/2012 at 10:10:46 AM GENI Project Office at BBN Technologies


