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OnTimeMeasure

Project Overview

« Goal: Provide GENI community with a shared
measurement service for provisioning on-going

OnTimeMeasure Integration in ProtoGENI
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e« Measurement service that uses OnTimeMeasure
software in GENI experiments to enable:

- Network paths monitoring

- Network weather forecasting

- Network performance anomaly detection

- Network-bottleneck fault-location diagnosis

User Workflow

o User creates an experiment slice using ProtoGENI control framework tools
- For ProtoGENI slice creation details, see - https://users.emulab.net/trac/protogeni/wiki/TutorialNew
« Userregisters at the “Researcher Portal” (http://ontime.oar.net), provides Slice Rspec information and requests
installation of measurement instance

- Slice Rspec should include reservation of any required measurement resources
Software Modules P y req

« Each experiment slice needing a measurement service gets its own OnTimeMeasure software instance

e Customizable software [*] developed at OSC
and OARnet

e Two main modules installed within a
GENI experiment slice as part of an active
measurement service

- Node/Root Beacons need to be installed as slivers based on the instructions provided at -
http://groups.geni.net/geni/wiki/OnTime-Installv1

« Valid login to the “Researcher Portal” allows user to interact with the measurement service in his/her
experiment slice. Specifically, the user can:

i. Submit measurement requests

- Node Beacon ii. Control the measurement service

- Installs tools that measure network health
metrics such as: route changes, delay, jitter, loss,
bandwidth

- TCP/UDP lperf, Traceroute, Ping, Pathload,
OWAMP, etc.

iii. Query measurement data

Screen Shots

» Runs measurements based on a schedule and Centralized Measurement Request Centralized Service Control Centralized Measurement Query
outputs in “raw” and “processed” formats

Please review and submit your measurement request to the OnTimeleasure-GENI measure service: Please select from the following query options:

Initiates communications between Root Beacons and/or Node Beacons to start
the active measurements data collection

Resource Setup
Status: Complete User: | Centralized Demo Usi v Metric: | Round-trip Delay v

Terminates communications between Root Beacons and/or Node Beacons to
Starttime: |2010-05-01 23:00:00 Source: | WASH(64.57.23.165) v

stop the active measurements data collection
Endtime: 2010-05-31 12:00:00 Destination: | SALT(64.57.23.149) v

SIEP

- Root Beacon

Measurement topology architecture selected is: Centralized

- Installs Apache, MySQL and other packages

Measurementtopology is as follows: 3 o
; Status: # Running: Measurements are being collected in the experiment slice.
Slice name: ontime_m1 Resuits type:
Root Beacon: KANS(64.57.23.133)
a REY o O \ NTi Al F
Node Beacon 1: WASH(64.57.23.165) Refreshes the senvice status notification; can be used to verify whether or not any (URaw Files OTime Series with Anomalies

- Creates database tables and configuration files

Node Beacon 2: SALT(64.57.23.149) of the service components are functioning as expected @Time Series OTime Series with Forecasts

L STEP

- Generates measurement schedules for node
beacons

Reduest Speciication The status of the service components are as follows: Submit Query]
Status: Complete

Component Status
Slice Accessibility oK
OK
oK
OK
OK

Status: Measurement query was successful. | View Result

The tasks added to the measurement service are as follows:

Source Root Beacon Scheduler

WASH(64.57.23.165)

Pattern
Periodic

Destination Metric

SALT(64.57.23.149)

Round-trip Delay Node and Root Beacon Communications

« Collects data and provides dashboard
visualization, statistical analysis (i.e., anomaly
detection and weather forecasting) with alarm
generation

Periodic

WASH(64.57.23.165)| SALT(64.57.23.149) [ Throughput Measurements Data Collector

Loss Periodic

WASH(64.57.23.165)| SALT(64.57.23.149) Analysis and Publish Authority

SALT(64.57.23.149) | WASH(64.57.23.165) | Round-trip Delay | Periodic Measurement Data Visualization oK

Periodic

Jitter

WASH(64.57.23.165)

e B Proceed to query measurements data collected: [Query Data

SALT(64.57.23.149)

Request Submission

Submit the request to initialize the B (Submit Request

measurement service.

View real-time graphs of measurement data: %2 View Dashboard
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[*] P. Calyam, C.-G.Lee, E. Ekici, M. Haffner, N. Howes, “Orchestrating
Network-wide Active Measurements for Supporting Distributed Computing
Applications”, IEEE Transactions on Computers Journal (TC), 2006
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Service Capabilities

e Active measurement request handling

Distributed Measurement Result

Measurement Result

Or
Measurement completed, please see below. Download raw files: WASH e @ Mosils Frek

User Customizable Dashboard
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[ 15] local €4.57.23.149 port 5001 connected with €4.57.23.165 port 5001 N 2
c 494 MBytes 414 Mbits/sec OnT"nEMEaSUl‘E‘

S 101000}
tes (MIU 1500 bytes, ethernet) LC]
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RECEIVER END

[WASH]$ bwctl -c 64.57.23.

RECEIVER START
ine: iperf -B 64.57.23.149 -s -f m -m -p 5001 -u -t 10

start_teool: 3484246254.590082
uuuuuuuuuuuuuuu

Server listening on UDP port 5001
Binding to local address 64.57.23.149
Receiving 1470 byte datagrams

_ Information

- Sampling requirements (e.qg., periodic,
stratified random, random, adaptive) 5 G0 e 0 e G e 0 6 O
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RECEIVER END

- Active measurement tools to be used
(e.g., Ping, Traceroute, Iperf)

- Measurement topology
(e.g., full-mesh, tree, hybrid)

« Enforce policies for measurements
scheduling

GEC8 Demo Testbed
Measurement Requests @
I Measurement Schedules

_____ Measurement Results ProtOGEN{User

Measurement Results Dashboard

- Semantic priorities
(e.g., superGENI-er vs. GENI-er)

— —— Measurement Traffic

Measurement Results Database

- Measurement level restrictions
(e.g., allowable measurement bandwidth and
measurement flow duration for different nodes/
paths/user-roles)

Ohio Supercomputer Center

Researcher Web-portal,

Installed on a dedicated host (i.e., extra

sliver) that is added to the user specified

Policy/Publish Authority

I physical topology in an experiment slice

e Provide raw and processed measurement

) Root/beacon
(at Kans;as ProtoGENI)

OnTime Beacon
(at The Ohio State University)

OHIO
- Measurements provisioning interfaces o UNIVERSITY
(e.g., raw output of a tool to human/ T
component-service, processed output of

multiple tools to a viz application)
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ProtoGENI Experimental
Network

bottleneck affecting an advanced application)

- Every OnTimeMeasure instance metadata
gets stored for GMOC use
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