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t fl t i f h fl fl t di t th fl tmodel [1] is introduced to differentiate the science-data network Flow monitoring: we monitored flow statistics at the three interfaces of the two flow entries for each flow: one flow entry redirects the flow tomodel [1] is introduced to differentiate the science data network
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Flow monitoring: we monitored flow statistics at the three interfaces of the two flow entries for each flow: one flow entry redirects the flow to

from the general-purpose network The current networking software switch marked orange in Fig 4 using Wireshark the DPI and second flow entry takes the flow from the DPI to itsfrom the general purpose network. The current networking software switch , marked orange in Fig. 4, using Wireshark. the DPI, and second flow entry takes the flow from the DPI to its
solutions for cybersecurity adopt static policies Packets from and original destination When an elephant flow is detected thesolutions for cybersecurity adopt static policies. Packets from and original destination. When an elephant flow is detected, the
to supercomputers go through a DPI (deep packet inspection) controller sends a command to the switch modifying the first flowto supercomputers go through a DPI (deep packet inspection) controller sends a command to the switch modifying the first flow
device for security inspection before being routed toward their entry to route the flow directly to the destinationdevice for security inspection before being routed toward their entry to route the flow directly to the destination.y p g
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network performance and network security We captured the packets in the 3 interfaces on the softwarenetwork performance and network security. We captured the packets in the 3 interfaces on the software
switch and drew a graph in Fig 8 showing the number of packetsswitch, and drew a graph in Fig. 8 showing the number of packets
received or sent as a function of time Since the controller obtainsOpenFlow received or sent as a function of time. Since the controller obtainsProtocol
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 Software switch: Open vSwitch 2 3 0 running on Ubuntu 12 04 LTS to the end, mice flows are transmitted normally. Since the interface Software switch: Open vSwitch 2.3.0, running on Ubuntu 12.04 LTS to the end, mice flows are transmitted normally. Since the interface
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 Server: 10/100Mb Ethernet card iperf on Windows 7 Enterprise those in other interfaces Server: 10/100Mb Ethernet card, iperf on Windows 7 Enterprise those in other interfaces.
Procera DPI p p

 Client: 10/100Mb Ethernet card iperf on Windows 7 Enterprise
Procera DPI 

S i D i  Client: 10/100Mb Ethernet card, iperf on Windows 7 EnterpriseSecurity Device  , p p
 DPI O S it h Ub t(3gpbs)  DPI: Open vSwitch on Ubuntu(3gpbs)

Fig 1 DMZ configuration on K-State campus
Ope S c o Ubu u

 O Fl t ll POX b h i Ub t 12 04 LTSFig. 1. DMZ configuration on K-State campus.  OpenFlow controller: POX carp branch, running on Ubuntu 12.04 LTS OpenFlow controller: POX carp branch, running on Ubuntu 12.04 LTS
i h I l i7 P d 8GB RAMN k T l D i i with Intel i7 Processor and 8GB RAMNetwork Topology Description with Intel i7 Processor and 8GB RAM.Network Topology Descriptionp gy p

Size based Flow Management (Part One)Size-based Flow Management (Part One)
In the net ork config ration sho n in Fig 2 the band idth of the

g ( )
In the network configuration shown in Fig. 2, the bandwidth of theg g ,
li k i l t 10 b hil th d f th DPI i l t 3links is equal to 10 gbps while the speed of the DPI is equal to 3 O r controller can detect elephant flo s b obtaining the flo statistics Fig. 8. Experiment results captured by Wireshark.links is equal to 10 gbps while the speed of the DPI is equal to 3
b Th DPI th h t t th t b ttl k

Our controller can detect elephant flows by obtaining the flow statistics Fig. 8. Experiment results captured by Wireshark.
gbps The DPI throughput represents the system bottleneck

p y g
i di ll f th it h I th O Fl bl d it h fl t Conclusion and Future Work

gbps. The DPI throughput represents the system bottleneck, periodically from the switch. In the OpenFlow-enabled switch, a flow entry Conclusion and Future Workbringing the bandwidth of the path down to 3 gbps
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We ass me that flo s generated b the s percomp ter can be We have developed a controller which accomplishes thebytes and packets [2] The statistics of flow sizes are collected by theWe assume that flows generated by the supercomputer can be We have developed a controller which accomplishes thebytes and packets [2]. The statistics of flow sizes are collected by theg y p p
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ill li d i l fl i i l k ldetect elephant flows we use a threshold criterion As a we will realize dynamical flow routing in large network topologydetect elephant flows we use a threshold criterion. As a we will realize dynamical flow routing in large network topology.
Fig 5 A specific flow entry created by POX controller and displayed using Open vSwitch We canconsequence we develop a routing strategy based on flow sizes Furthermore we plan to achieve the same results with Cisco and
Fig. 5. A specific flow entry, created by POX controller and displayed using Open vSwitch. We can consequence, we develop a routing strategy based on flow sizes. Furthermore, we plan to achieve the same results with Cisco andsee counters headers to match and actions in the flow entries
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