
MPLS-OpenFlow based 
access/aggregation network

SPARC: Split architecture 
carrier class Networks

• Enhance control flexibility by Breaking OUT Intelligence to 
CENTRALIZED Controller

• Interact with Distributed MPLS control Plane VIA legacy 
Protocols

• OAM & Protection Functions IMPLEMENTED IN DATA Plane to 
Off-load centralized controller

Demo Includes
• MPLS OPENFLOW CONTROLLER for Best effort Point-

to-Point and multicast traffic

• SEAMLESS INTERWORKING WITH MPLS CONTROL PLANE

• ESTABLISHMENT OF BFD Monitoring in OpenFLOW
Domain

• OPENFLOW Controller driven RESTORATION AND 
data plane triggered protection
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Monitoring and Protection 
RUN in Data Plane

• Working & Protection Label Switched Paths (LSP) 
monitored with Periodic probe packets (BFD)

• Client LSP mapped TO working LSP via Virtual Ports

• When working LSP goes down client LSP IS Automatically 
RE-Mapped to THE Protection LSP
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OSPF, LDP
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NOX + MPLS support
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Interact with MPLS control 
using QUAGGA STACK 

• OpenFlow Domain abstracted as a single virtual router

• Domain External interfaces represented by ports, possible 
endpoints are loopbacks

• Only reachability information IS advertised For SCALING

Translation
function

added to NOX
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