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 A network is built with:
 Thousands of interconnected devices
 Each device configured individually
 Low-level CLI commands
 Extensive usage of VLANs

 A network changes:
 On a daily basis
 With lots of changes in policy

Policy is spread out and enforced by 
multiple devices, which themselves 
change on a daily basis.
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 Central controller for traffic management
 Dynamic listener to react to events
 State machine model and security classes for role-

based access control and traffic manipulation

 Future Expansion
 Testbed spanning three campus buildings
 Push for production network
 Support multiple projects

 Current Resources
 17 OpenFlow-enabled switches
 2 ProtoGENI nodes
 4 PlanentLab nodes

Future Plans

 Reimplement & enforce policy for an 
deployed subnet

 Test on multi-campus scenario
 Improve scalability
 Policy language for routing
 Improve fault tolerance

 Centralized
 Dynamic


