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Clouds are great!

… except when they’re not

Clouds have been transformative

Lots of opportunities for research
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CloudLab enables research on the 

future of cloud computing 

architectures and the new 

applications they enable
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The Problem with Cloud Research 
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• A “meta-cloud” for building clouds

• Build your own cloud on our hardware resources

• Agnostic to specific cloud software
• Run existing cloud software stacks (like OpenStack, Hadoop, etc.)

• … or new ones built from the ground up

• Control and visibility all the way to the bare metal

• “Sliceable” for multiple, isolated experiments at once

The CloudLab Vision

With CloudLab, it’s as easy to get an 

entire cloud as it is to get a VM in a cloud
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What Is CloudLab?

Utah Wisconsin Clemson
Federated 

Facilities

Slice B

Stock

OpenStack

CC-NIE, Internet2 AL2S, Regionals

Slice A

Geo-Distributed 

Storage Research

Slice D

Allocation and Scheduling Research 

for Cyber-Physical Systems

Slice C

Virtualization and 

Isolation Research
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A place to 

build your 

own cloud
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• Built on Emulab and GENI (“ProtoGENI”)

• In active development at Utah since 1999

• Several thousand users (incl. GENI users)

• Provisions, then gets out of the way
• “Run-time” services are optional

• Controllable through a web interface and 
GENI APIs

• Scientific instrument for repeatable research
• Physical isolation for most resources

• Profiles capture everything needed for experiments

• Software, data, and hardware details

• Can be shared and published (eg. in papers)

Technology Foundations
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CloudLab’s Hardware

One facility, one account, three locations (+ more!)

Wisconsin Clemson Utah

• About 5,000 cores each (15,000 total)
• 8-16 cores per node
• Baseline: 4GB RAM / core
• Latest virtualization hardware

• TOR / Core switching design
• 10 Gb to nodes, SDN
• 100 Gb to Internet2 AL2S
• Partnerships with multiple vendors

• Storage and net.
• Per node:

• 128 GB RAM
• 2x1TB Disk
• 400 GB SSD

• Clos topology
• Cisco and HP

• High-memory 
• 16 GB RAM / core
• 16 cores / node
• Bulk block store
• Net. up to 40Gb
• High capacity
• Dell

• Power-efficient
• ARM64 / x86
• Power monitors
• Flash on ARMs
• Disk on x86
• Very dense
• HP
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• CloudLab can be used with a GENI account, and vice-versa

• GENI Racks: ~ 50 small clusters around the country

• Programmable wide-area network
• Openflow at dozens of sites

• Connected in one layer 2 domain

• Large clusters (100s of nodes) at several sites

• Wireless and mobile
• WiMax at 8 institutions

• LTE / EPC testbed (“PhantomNet”) at Utah

• International partners
• Europe (FIRE), Brazil, Japan

Federated with GENI
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Many Sites, One Facility
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= GENI racks
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CloudLab Users So Far
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May 2016:

300 projects

1,250 users

21,000 experiments
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Building on Each Others’ 

Work
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Profiles: Packaged environments
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Your

Software

Here
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What a Profile Contains
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GENI RSpec
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Copy an Existing Profile
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Use a GUI
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Write Code
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#!/usr/bin/env python

"""An example of constructing a profile with a single Xen VM. Instructions: Wait 

for the profile instance to start, and then log in to the VM via the ssh port 

specified below. (Note that in this case, you will need to access the VM through a 

high port on the physical host, since we have not requested a public IP address 

for the VM itself.)

"""

# Import the Portal object.

import geni.portal as portal

# Import the ProtoGENI library.

import geni.rspec.pg as pg

# Create the Portal context.

pc = portal.Context()

# Create a Request object to start building the RSpec.

rspec = pg.Request()

# Create a XenVM and add it to the RSpec.

node = pg.XenVM("node") rspec.addResource(node)

# Print the RSpec to the enclosing page. pc.printRequestRSpec(rspec)
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A More Complex Profile
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# Describe the parameter(s) this profile script can accept.

pc.defineParameter( "n", "Number of VMs", portal.ParameterType.INTEGER, 1)

# Retrieve the values the user specifies during instantiation.

params = pc.bindParameters()

# Check parameter validity.

if params.n < 1 or params.n > 8:

pc.reportError(

portal.ParameterError(

"You must choose at least 1 and no more than 8 VMs."))

for i in range( params.n ):

# Create a XenVM and add it to the RSpec.
node = pg.XenVM( "node" + str( i ) ) rspec.addResource( node )
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Demo / Tutorial

http://cloudlab.us/tutorial
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Sign Up At CloudLab.us
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The CloudLab Team

Robert Ricci (PI)
Eric Eide
Steve Corbató
Kobus Van der Merwe

Aditya Akella (co-PI)
Remzi Arpaci-Dusseau
Miron Livny

KC Wang (co-PI)
Jim Bottum
Jim Pepin

Chip Elliott (co-PI)
Larry Landweber

Mike Zink (co-PI)
David Irwin

Glenn Ricart (co-PI)
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Learn more, sign up, share your 

research:

www.CloudLab.us

This material is based upon work supported by the National Science 
Foundation under Grant No. 1419199. Any opinions, findings, and 
conclusions or recommendations expressed in this material are those of 
the author(s) and do not necessarily reflect the views of the National 
Science Foundation.
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