National LambdaRail OpenFlow Backbone Deployment

National LambdaRail (NLR) will deploy and operate OpenFlow-enabled HP Procurve 6600-24G-4XG switches at five NLR PoPs and will interconnect NLR’s FrameNet network to the GENI OpenFlow-enabled backbone, permitting members and non-members of NLR to connect to GENI OpenFlow services.  The five OpenFlow PoPs are located in Sunnyvale, California; Seattle, Washington; Denver, Colorado; Chicago, Illinois; and Atlanta, Georgia.
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The project deployment will begin in March 2010 with deployment planning.  

The next phase begins in April with designs to meet the optical, network connectivity (Layer1, Layer2, and OOB), and facility requirements of the equipment.  Arranging for AC power in the PoPs will be addressed early in the process because of relatively long lead times required by third party service providers.

Once the design phase is complete, NLR will have the information needed to generate the list of necessary equipment and components and will begin the purchasing process.  The list is expected to include:
· OpenFlow-enabled switches
· Additional power equipment
· Transponders + client optics
· Optical chassis (if required)
· Facility rack & power (if required)
· FrameNet equipment 
· OOB equipment
· Local in-suite cabling
· OpenFlow controller servers
Expenditures will be tracked and records submitted to the GPO for reimbursement.

After placing the equipment and component orders, NLR engineering will generate orders for equipment installation and for any external (i.e. outside of NLR suite) cross connects that may be needed.  

While awaiting equipment delivery, NLR will draft an OpenFlow test plan.  The test plan will be developed and implemented in collaboration with the GPO and OpenFlow campus project teams (to be identified) to: a) test basic equipment and software functionality b) debug and verify operation of OpenFlow in the NLR backbone and c) debug and verify operation and integration with campus OpenFlow infrastructure.  NLR will also work with the campuses and regionals to create plans for campus connections to the OpenFlow infrastructure.  Most campus connections are expected to use the NLR FrameNet service for access, with 1GbE direct connection options also available.  Any PacketNet Layer3 connection requirements will need additional planning, with added hardware and software to support tunneling.

Upon delivery of the OpenFlow switches and controller server hardware to the NLR NOC, NLR will perform functionality testing of the switches and verify operation of the controller software prior to deployment in the PoPs.

Following successful local testing, OpenFlow controller servers will be installed at the NOC (probably one server in Indianapolis, IN and one in Bloomington, IN) and the OpenFlow infrastructure deployed in the PoPs.  Equipment to be installed and configured at the PoPs includes:
· Optical chassis (where additional slotting capacity is required)
· Optical circuits 
· FrameNet equipment
· OOB equipment
· OpenFlow equipment (switches and power equipment)
· Local in-suite cabling

Once deployed, the optical circuits will be tested according to NLR’s standard Optical Circuit Testing Procedures.  FrameNet VLANs will be configured as needed to support the campus connections.  FrameNet continuity and OOB reachability will be verified.  After Layer1 and Layer2 network infrastructure operation has been successfully tested, NLR will begin OpenFlow backbone testing in collaboration with the GPO and designated OpenFlow campuses.

The NLR OpenFlow team will communicate via email, conference calls (biweekly or weekly as needed), and within the NLR Ticket System.  Initial facilities planning calls will be for the NLR team, with attendance being opened to GPO and the campus representatives as test planning begins.

[bookmark: OLE_LINK1][bookmark: OLE_LINK2]While NLR will set up, test, and deploy server hardware and OpenFlow controller software to enable OpenFlow across the NLR backbone, if the scope or workload required for ongoing operation and support of OpenFlow in the backbone unexpectedly increases after deployment, NLR may ask the GPO and Stanford for assistance.
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