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Outline

• Architecture
– SOAP-based Aggregate Manager
– Resource-specific Controllers

• Vertical Integration
• Horizontal Integration
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Architecture

SOAP-based GENI Aggregate Manager
• Java-based reference implementation
• Provides Web Services API (WSDL) to clients
• Deployed in Apache Tomcat as an Axis2 service

HTTPS

SOAP
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SOAP

SOAP XMLRPC or SOAP

Architecture

https://max-myplc.dragon.maxgigapop.net/PLCAPI/

http://geni.dragon.maxgigapop.net:8080/axis2/services/AggregateGENI?wsdl

https://idc.dragon.maxgigapop.net:8443/axis2/services/OSCARS?wsdl
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GENI Clearing House (or end users)

VM instances
Circuits

Architecture

Support for other resource types:
•PCs with NetFPGA cards
•OpenFlow switches
•Eucalyptus cloud controller
•PASTA wireless sensor network



Example using a generic SOAP client
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Vertical Integration

location of top-level 
Recursive AM API

method functions
exported by WSDL

response from 
ListCapabilities

function

aggregate supports 
DRAGON

...via this URL

aggregate supports 
PlanetLab

...via this URL



Example using a generic SOAP client
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Vertical Integration

location of top-level 
Recursive AM API

method functions
exported by WSDL

response from 
ListNodes
function

ListNodes responds with a list 
of DRAGON-capable nodes
(3 nodes are shown here)

capability filterspec
“nodes with DRAGON capability”



Example using a generic SOAP client
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Vertical Integration

location of top-level 
Recursive AM API

response from 
ListNodes
function

“zoom in” on node
planetlab5: it supports

two capabilities

DRAGON (can terminate VLAN)

but also:
PlanetLab (can create VMs)

capability filterspec
“nodes with DRAGON capability”



SOAP-based Circuit Provisioning
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Vertical Integration

interactive=0
url1=https://idc.dragon.maxgigapop.net:8443/axis2/services/OSCARS/
layer=2
sourceEndpoint=planetlab5.dragon.maxgigapop.net
destEndpoint=phoebus.losa.dcn.internet2.edu
vtag=any
bandwidth=900
description="GEC5 demo: phoebus.losa--planetlab5"
pathSetupMode=timer-automatic
start_time=
end_time=
duration=4.0
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parameters

DRAGON-specific Controller

signed 
SOAP msg

DRAGON 
Resources

x.509 
cert

User/Application

Controller

DRAGON Control Plane

Network Elements (Ethernet switches, optical switches)

SOAP

proprietary interface

SNMP, CLI, TL1



GENI Circuit Provisioning
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Vertical Integration

experiment
parameters

VMs/circuits

DRAGON-specific Controller

signed 
SOAP msg

DRAGON 
Resources

credentials

GENI Cleaning House

DRAGON-specific Controller

DRAGON Control Plane

Network Elements (Ethernet switches, optical switches)

SOAP

proprietary interface

SNMP, CLI, TL1

GENI Aggregate Manager
GENI Aggregate Manager

SOAP

GENI Clearing House

SOAP msg

User/Application
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Inter-Domain Circuit Provisioning 

Horizontal Integration

SOAP SOAP

Ethernet
VLANs

Ethernet
VLANs



Inter-Domain Circuit Provisioning
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Layer 2 VLAN

Horizontal Integration



PlanetLab and Dynamic Circuits

• Each of our PlanetLab nodes has a connection to the 
Dynamic Layer 2 Network:
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PlanetLab and Dynamic Circuits

• PlanetLab did not have a general way to add a tagged VLAN 
interface to a user’s slice, or to specify a link resource in the RSpec:
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VLAN 1234

VLAN 1234

VM slice
eth1.1234



PlanetLab and Dynamic Circuits

• PlanetLab has been extended with new slice attributes that specify 
allowed VLANs and IP addresses on a per-slice basis (using vsys):
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VLAN 1234

VLAN 1234

VM slice
eth1.1234
10.0.0.1/30



Thanks!

• Questions or comments are welcome

• These slides will be posted at:
– http://geni.maxgigapop.net
– click on Publications
– scroll to GEC5
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